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FOREWORD

A. Background

It has been some years now since the publication of something comparable
to the present work concerning the interaction of the nuclear electromagnetic
pulse (EMP) with complex systems. The most recent document of this kind is
Electromaguetic Pulse Handbock for Missiles and Aircraft in Flight, EMP

Interaction 1-1, September 1972; it was several years in the making, and the

present document likewise was a lengthy undertaking.

.Recent years have witnessed some considerable effort and associated
advances in the state of the art of EMP interaction.modeling. This develop-
ment has been spurred by experimental observations of the EMP response
characteristics of complex systems and by analytical and computational
advances concerning the solution of appropriate types of electromagnetic
boundary-value problems. Related to these advances, but extending beyond
them in significance, are the fundamental insights which have been developed
concerning the general properties of the EMP response of complex systems;
these insights have iled to ways of reducing somewhat the complexity of the
interaction problem by decomposing it in certain "natural" ways into smaller
subproblems and subresponses, each of these smaller entities being somewhat

simpler than the total interaction problem and associated complex response.

There has also been a significant increase in the number of researchers,
engineers and system designers involved in applying EMP interaction models
developed mainly by theorists to military systems. These models are usually
only applicable to highly idealized problems and/or may be described by very
complicated mathematics not easily used to solve day-to-day practical problems.
Consequently, a gap has appeared between the theoretical models and the practical

applications, This document is meant to help bridge this gap.

B. Applicability

In organizing and compiling a work of this nature it is necessary to

determine for whom this work is constructed and how such persons are to use it.
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This 2. zwment is intended to be used by engineers responsible for EMP

ro hardening and testing of real military systems. Such is the fundamental
E‘. purpose of all the EMP interaction research: to develop better information

| A and techniques for ultimate use in making better (EMP hard) systems.

The rationale for studying the problem of EMP interaction with a system
is to try to understand and quantify the characteristics of the penetrating
EMP at the subsystem levels. This information when coupled with test data

results in an insight into how much the EMP energy may have to be reduced so

M o kil s s a0l i T 0N

ij as to preclude functional upset or damagc. The application of data, formulas,

JENPE RN S

i_ etc. from this document to a system can aid the analyst in making preliminary

order-of-magnitude estimates of responses at a point in a svstem but does not

! in itself result in predictions for use in determining system hardening

requirements. However, when used with high-quality data resulting from EMP

testing a measure of the degree of hardening and‘hardening approaches

N ——

necessary can be obtained. It is important to stress at this point that in

designing and/or assessing the EMP hardness of a system high-quality system-—

ol i~

level test data are absolutely indispensable, which are not contained in this

document. It is also important to point out that this volume does not address

&

the reliability/confidence error intervals (which are usually quite large, for
example, a factor of 20 for 90/90 interval [1l]) that one encounters in making
an assessment of aircraft survivability to EMP. The error estimates presented
in Chap. 1.6 and Sec. 3.2.5 of Chap., 3.2 are those that arise from physical

modeling, mathematical approximation and laboratory scale-model measurements.

RS PR SR P, - X

They are generally small in comparison with the reliability/confidence error

intervals.

it

The reader may ask: 'How can something as complicated as electromagnetic
theory ever be used by a multitude of engineers to design anything?" To i

answer this question one must first observe that there is not much choice in

the matter. Design means to take some body of knowledge and apply it to

wmaking something with desired performance characteristics. EMP implies electro-

magnetics, and the distilled statement of electromagnetic phenomena, as we best
understand it, is electromagnetic theory. One can always question whether a
particular form of the description of an electromagnetic phenomenon is the best

possible description or is'optimally communicable to neophytes in electromagnetic

iv




theory. Nevertheless, any description adopted must be at least approximately

correct (i.e., in agreement with experimental fact). This rules out attempts

at oversimplification; there are some coucepts which will have to be learned

in order to be able to effectively apply electromagnetic theory to EMP system
interaction problems.

A secondary use of the document is for the electromagnetic theory community.

In the process of organizing and writing such a work one gets a better picture
of the state of the art and deficlences become more apparent.

can serve as a partial guide for future research.

This in turn

It must be emphasized,
however, that even though the electromagnetic theory research community is
of necessity the group providing the basic information for this volume, this
work is not intended primarily for their use; its intended use is for the
applicators. This does not necessarily mean the applicators at their current
state of skills and knowledge, but the applicators raised to some basic level

of required electromagnetic knowledge for the applications problem.

C. Technical Concept

In constructing this kind of work summarizing the state of the art of

EMP interaction modeling, one might just list all the physical quantities

and toplcs and have brief sections concerning each. However, these things

are not unrelated to each other; one can make use of these relations in

order to create a wore coherent whole. This document is thus organized in

some sense from the top down instead of from the bottom up. A consistent

overall structure and notation has been created and the various pieces have
been selected to fit into the overall concept.

This work is divided into three parts. The first part, Principles

and Techniques, concerns general concepts and calculational procedures from

electromagnetic theory relevant to EMP interaction. This qonfains a discussion

of the concept of electromagnetic topology which is used to divide complex
systems Iinto somewhat natural smaller parts in an ordered way. is concept
is fundamental to the organization and understanding of this work and is
expected to lead to further insights and computational techniques [2 - 8].

Of course there are many other concepts and techniques which play important
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roles and which are discussed in this part. The reader might consult a recent
review paper [9] to put these in perspective including some concepts of potential

future significance.

The second part, Formulas and Data, considers the information concerning
the pieces of the system. The organization of this part is based on the system
topology, specifically the hierarchical topology which divides the system into
layers. Each layer is further divided into three ordered parts: coupling,
propagation, and penetration. Within each category the various individual
(or canonical) types of boundary-value problems are considered. As one might

expect, the bulk of the material is contained in this section.

Having considered, £irst, the general concepts and techniques for EMP
interaction and, second, the specific information concerning the pieces, we
come to the third part, System Applications. This part attempts to illustrate
the use of the previous parts in analyzing the EMP interaction with complex
systems. Hypothetical system examples are chosen to illustrate the topological
decomposition of the problem for selected signal paths, and the subsequent
approximate calculation of the internal signals.

As appropriate to any large task this was a cooperative one involving
many individuals and organizations. AFWL personnel were concerned with the
overall technical organization and contractual adminstration of the effort.
This was accomplished by a set of memos termed EIH (EMP Interaction Handbook)
memos in three parts [10 - 12] which uaddressed outlines, notations, summaries of
particular problems, etc. Particular thanks are given to MSgt. Harris Gocdwin
of AFWL for his efficient administration of this effort.

D. Future Evolution

While in our opinion some significant advances are reflected in this EMP
interaction document, the present work should not be regarded as definitive.
As was expected, the process of producing this document revealed various defi-
ciencies to the participants. We believe that with time additional improvements
will become apparent to us and to you, the user. With proper aging, as in the

case of good wine, we will be able to form mature judgmants concerning an

vi
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improved version of this volume. Presumably such an improved version will

involve generalizations and simplifications of the basic concepts and
techniques as well as more specific data and examples. When the technology

allows for sigmificant such improvements, a new version of this work is
called for.

Alr Force Weapons Laboratory C.E. BAUM
Albuquerque, New Mexico J.P. CASTILLO

i . September, 1979 J.H. DARRAH
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A NOTE FROM THE EDITOR

This document is the product of a project undertaken by the Air Force
Wecspons Laboratory to compile a comprehensive, up-to-date, standard reference
on EMP interaction. While this documentation should be useful to the entire
community of EMP research workers, it is specifically aimed at providing in
one volume the best currently-available technical data to engineers who are
engaged in hardening military aircraft, missiles, and satellite communications
systems against EMP penetration. To ensure accurate and expert coverage of
every topic in EMP interaction, the contributors to this volume have been
selected from among the nation's foremost EMF specialists who have been

actively participating in EMP interaction analysis and experiment.

The body of technical data collected in this do.ument is largely drawn
from results obtained under AFWL-sponsored EMP fesearch efforts directed by
John Darrah, Carl Baum and Phil Castillo. These results have appeared in
the AFWL EMP note series and in various AFWL technical reports. However,

many of the results presented here were worked out during the making of this

document and have never before appeared elsewhere.

During the last three yea:s I worked very closely with Phil Castillo
and H.A. Goodwin of AFWL on every aspect of the project. They had given me

continued encouragement and advice, and helped overcome all the difficult

problems that stood in the way. Their unstinting assistance and unabated

interest in the project were essential to its completion. Carl Baum of AFWL
was very much involved in the technical aspect of the project. He had contin-
uously and generously given me comments and ideas to improve the content of

the document. The entire technical staff of Dikewood, Santa Monica, no. only
has contributed a large amount of material to this document, but also proofread
the typescript. In particular, Kendall Casey and F.C. Yang helped me rewrite
and integrate many sections of the document. Ed Vance of SRI, Clay Taylor of
the Mississippi State University, and several members of the technical staff

of RDA have made numerous valuable suggestions regarding the suitability and
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accuracy of the material in the document. Needless to say, the contributions
from the twenty-four authors are the building blocks of the project.

Their
efforts and cooperation have made this document possible.

Finzlly, my sincere
appreciaticn goes to Diane DiFrancc for her patience, assistance and skills

in the preparation of the entire typescript.
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Symbol Modifiers

their functions are listed below.

Modifying Function

per unit length

g surface (from volume quantity)

SYMBOLS AND NOTATION

with the symbols representing various quantities.

In this handbook certain standard modifiers are used in conjunction

These modifiers and

Symbol Modifier

(prime as superscript)

| s (subseript)

f! source (s) (superscript)

f@ incident (1) (superscript)

;; .- diffracted (d) (superscript)

2 radiated (r) (superscript)
‘scattered (sc) (superscript)
reflected (re) (superscript)
open circuit oc  (subscript)
short circuit sc  (subscript)
complex frequency domain ~ (directly above in highest

position)
three-space vector > (directly above)

three-space dyad

3 or (directly above)

total t (subsgcript)
transfer T (subscript)
electric e (or absent) (subscript)
magnetic m (subscript)
_ equivalent eq (subscript)
t effective ef (subscript)
; Superscripts may also be enclosed in parentheses if there exists the possi-

It should also be noted that the tilde
(~) denoting a quantity in the frequency domain may be omitted if the quantity

bility of confusion with an exponent.

is expressed explicitly as a function of frequency.

List of Symbols

In the following list of symbols are given the complete forms of the symbols

used, their meanings, and abbreviated or alternate forms of these symbols.
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CHAPTER 1.1
INTRODUCTION

AT
PSRN T

The interaction of the nuclear electromagnetic pulse (EMP) with a

large aeronautical or communication system is nct limited to coupling

R FR——

with the system's external structure. EMP energy can penetrate through
the system's outer surface, propagate in its interior or along cables,

and finally appear as electric currents and voltages at the sensitive
components of electronic subsystems. The goal of EMP hardness engineering

WETERRY — ¥ 5 I, T Ry

is to suppress these currents and voltages to levels below the components'

I

damage and upset thresholds. The primary objective of this document is
to provide quant..'iive data, both analytical and experimental, on EMP

- interaction (which comprises coupling, propagation and penetration) for

typical system geometries, for use in system hardness design and imple~

mentation.

! The material of this document is organized in three parts. Part 1

presents the fundamental concepts of EMP interaction and the methods of

its formulation and analysis. The general process of EMP penmetration into
a large system is generically viewed as one of EMP energy transfer ascross
successive substrata (intersurfaces)of a layered topological model. The
outermost surface of the model is the system's external skin; the innermost
surface consists of the shields of internal electrical cables. The crossing
of each surface can be quantified by a transfer function. Each transfer
functilon is to a large extent dependent on the local surface geometry and

* can be determined by solving an appropriate boundary-value problem in
electromagnetic theory. The analytical methods for formulating and solving

these electromagnetic boundary~value problems are described in detail.

S o Ll BIL et .t e el ntlin s e R S i it

Part 2 presents the analytical formulas as well as numerical and

experimental data on EMP coupling, propagation and penetration. These

ol

L; formulas and data are organized according to the surfaces of the topo-
P logical model to which they apply. Those pertaining to the outermost
4 ’ surface of the model describe the EMP interaction with the external

structures of aeronautical and communication systems. Those pertaining

%
4
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to the intermediate surfaces describe the excitation of wire-like

conductors and cavities lying behind these surfaces. Those pertaining
to the innermost surfacc describe the penmetration of cable shields and
the excitation of shielded or unshielded wires,

Part 3 presents a number of system examples to demonstrate the
application of the formulas and data in Part 2, These examples are
; designed to illustrate typical EMP interactions with aircraft, missiles,
@ ‘ satellites and ground communication facilities., Engineering techniques

for hardening these systems are discussed. Finally, the errors in the

e

calculations of the system examples are described.

1.1,1 HISTORY OF EMP ;

BT AT

There are a number of reasons that make it difficult to compile
evan a brief history of EMP. Among these are the following: (1) mgch 1

of the early work was never written down or documented in readily aQailable
sources; (2) EMP studies were carried out independently by persons and
organizations (AEC, AFWL, DASA, etc.) in a number of locations both within
the U.S. and overseas (e.g., U.K., U.S.S.R.); (3) much of the work was

classified, making open literature surveys somewhat incomplete and

possibly misleading; and (4) scientists and engineers were busy trying

to solve technical problems rather than recording historical details.
Thus, the brief history presented here may contain errors or have omitted ‘
important contributions by certain groups or individuals, but all in all ‘ 1
is factual. ' d ]

A partial list of events important to the history of EMP is given
in table 1. The list includes nuclear test information and the first
interests in system vulnerability and EMP simulation issues. The events

are listed in chronological order to show.the historical (although not

1 1.1.1.1 Discovery of EMP

3
4
i
necessarily the most logical) development. i
3 It ia reported that Fermi realized that any nuclear explosion wculd é

create electromagnetic fields. The exact mechanisms that he had in mind
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TABLE 1. IMPORTANT EVENTS IN THE HISTORY OF EMP

1945

1951-
1952

1952-

1933

1954

1957

1957

1958

1958

1959

1959

1962

1962

1962

TRINITY EVENT; electronic equipment shielded reportedly
because of Fermi's expectations of EM signals from a

nuclear burst

First deliberate EMP observations made by Shuster, Cowan

and Reines

First British atomic tests; instrumentation failures
attributed to "radioflash"

Garwin of LASL proposes prompt gamma-produced Compton

currents as primary sources of EMP

Bethe makes estimate of high-altitude EMP signals déing
electric dipole model (early-time peak incorrect)

Haas makes magnetic field measurements for PLUMBBOB
test series (interest in EMP possibly setting off

magnetic mines)

Joint British/U.S. meeting begins discussions of system
EMP vulnerability and hardness issues

Kompaneets (USSR) publishes open literature paper on

EMP from atomic explosion

Pomham and Taylor of the U.K. present u theory of
"radioflash"

First interest in EMP coupling to underground cables of

Minuteman missile

FISHBOWL high-altitude tests; EMP measurements driven off
scale; first indications of the magnitude of the high-
altitude EMP signal

SMALL BOY ground burst EMP test

Karzas and Latter publish two open literature papers on
using EMP signals for detections of nuclear tests; bomb

case EMP and hydromagnetic EMP considered

-

-

R R s MR PR

R

et MG,

i it

S o i AT sl i AL S i i



TABLE 1. IMPORTANT EVENTS IN THE HISTORY OF EMP (Cont'd)

1963

1963-

1964

1963-
1964

1964

1965

1967

1967

1969

1970

1973
1974

1975

1975

1978

1978

Open literature calls for EMP hardening of military systems
begin to appear

First EMP system tests carried out by Air Force Weapons
Laboratory (AFWL)

Longmire gives a series of EMP lectures at AFWL; presents
detailed theory of ground burst EMP and shows that the
peak of the high-altitude EMP asignals is explained by
magnetic field turning (magnetic dipole signal)

First note in the LASL/AFWL EMP notes series published

Karzas and Latter publish first open literature paper
giving high-frequency approximation for the high-
altitude magnetic dipole signal

Construction of ALECS as the first guided-wave simulator
is completed for EMP simulation on missiles

AJAX underground nuclear test

Close~in EMP mechanisms recognized and evaluated by

Graham and Schaefer

EMP underground test feasibility recognized and preliminary
design presented by Schaefer

First joint nuclear EMP meeting at AFWL

MING BLADE underground EMP test for confirmation of near
surface burst EMP models

DINING CAR underground EMP test as the first system
hardware EMP test

MIGHTY EPIC underground EMP test

Special joint issue on the nuclear EMP in IEEE Trans-
actions on Antennas and Propagation arnd also on

Electromagnetic Compatibility

Nuclear EMP meeting in Albuquerque under IEEE sponsorship

e, e
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were apparently not recorded, but electromagnetic shielding techniques
were applied to the various 1nstruments used on the TRINITY event in 1945,
The first deliberate EMP measurements were apparently made in 1951 through
1952, The goal‘was to obtain diagnostic information describing weapon
output. Early U.S. tests also reportedly often used the EMP signal to
trigger oscilloscopes and other recording equipment,

Standard shielding practices used by U.S. experimenters apparently
kept EMP signals from interfering with diagnostics on the early nuclear
rvests, The British were less fortunate, however. In the first British
atomic tests in 1952 through 1953, a number of instrumentation fallures
occurred, apparently due to EMP and the absence of any shielding. Thus,

the British developed an early interest in "radioflash" (the British label
for EMP).

1.1.1.2 Early Activities

The fact that nuclear explosions generate electromagnetic signals was
experimentally well known by the mid-1950's when theoretical explanations
of the effect began to appear. In 1954 Garwin of Los Alamos correctly
proposed that the Compton current produced by prompt gamma radiation was
a major source term for Maxwell's equations, while in 1958 Kompaneets [1]
of the U.5,.5.R. published one of the first papers in open literature on EMP,

Also, in 1959 Pomham and Taylor of the U.K, presented a paper entitled "A
Theory of Radioflash" [2].

The early theoriles were often incomplete and sometimes incorrect.
Emphasis was placed on ground bursts or low-altitunde explosions, Much of
the interest was in nearby (but outside the source reglon) diagnestic
measurements or long-range detection and observation of foreign tests.

VLF and other low-frequency effects were of particular interest, since good
quality high-frequency EMP measurements had not been made in the early tests.

The first giimmerings of the strategic and tactical importance of EMP
effects began to appear about 1957 when Ha2s made a series of magnetic field

measurements during the PLUMBBOB test series. Ome goal of these measurements

was to determine if EMP could set off nearby buried magnetic mines. In 1958
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discussions between the U.K. and the U.S. took place regarding the EMP

‘ vulnerability and hardening of military systems (perhaps motivated by
 1 British test instrumentation problems), and in 1959 people began to
|
|

worry about EMP coupling to the silos and buried cables of the Minute-
man system,

, Both experimental and theoretical work continued tc be carried out
! at Los Alamos during this period, notably by Partridge, Suydam [3,4] and
; Malik. Some interest in high-altitude EMP began to appear in 1957 when
! Bethe made some estimates of the high-altitude signal using an electric

e T

;
i
|
|

?i dipole model. Unfortunately, this model is incorrect for the large,
: early-time peak and, as a result, a number of measurements attempted
during the 1962 high-altitude test series were driven off-scale.

T

=

PR

| In 1962 a number of EMP measurements were attempted at the SMALL BOY
o nuclear test in Nevada. The goal was to obtain data on the close-in EMP
g' environment of a ground burst. Unfortunately, many of the attempted

{‘ measurements were unsuccessful due to instrumentation and other problems.

The somewhat surprising results of the high-altitude test series,
combined with an atmospheric test ban, created a great deal of interest
in EMP in the early 1960's., Karzas and Latter published twe papers [5,6]
on EMP theory in the open literature in 1962, their investigations being
at least partially aimed at detection of nuclear test ban violations. 1In
1963 through 1964 Longmire gave a series of lectures at AFWL which presented
a fairly detailed theory of source region surface-burst EMP and showed that
electron turning effects due to the earth's magnetic field would produce
the large early-time signals from high-altitude EMP seen in the 1962 test
series, This "high-frequency approximation" was first presented in the
open literature by Karzas and Latter in 1965 [7]. Significant theoretical

]
|
|

work and computer code development were also carried out during this period
at AFWL and in the U.K, Also, 1963 through 1964 apparently marked the
beginning of EMP testing of military systems when Henderson, Graham, and
Cikotas of AFWL first used a distribution of loops, a fast switch, and a

large capacitor bank to carry out EMP tests.
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Since the mid-1960's, both interest in and knowledge of EMP phenomena
have greatly expanded, and an adequate history of this period is beyond

the scope of this brief discussion. As a result of numerous efforts over

this time period, there now exist a wide variety of simple analytical
models and very complex computer codes used for calculating EMP environ-
ment., A number of EMP simulators have been built and simulation tests
carried out, Interests in system vulnerabilities have also expanded !

TR AT T ST e TN S b g
e et e e e i L

from missiles to aircraft, satellites, and communication systems.

R, WO W ot e

A good idea of present EMP interests can be gained by examining
the recent special joint issue of two IEEE journals on the Nuclear
Electromagnetic Pulse [8].

1.1.1.3 Sensor Development

i
q
{
1
1

|

|

%
|
?' After the SMALL BOY test in 1962 it was apparent that instrumentation
‘5 for measuring the EMP physical parameters was inadequate, especially in

j the nuclear source region. The couventional sensors, which convert

f electric fields, magnetic flelds, current densities, etc. to analog

j electrical signals on data cables and circuit elements, had fundamental ;
physics problems in that their response in EMP source regilons was unknown, 3
and hence they were not designed to operate with acceptable and known i
accuracy. Problems associated with Comptom (source) current density,
nonlinear and time-changing air/soil conductivity, and other nuclear
radiation effects were not familiar to antenna designers. These problems
had to be solved if any experimental progress was to be made concerning

the EMP source as well as the EMP interaction with objects in such source

reglions,

As a part of the nuclear test readiness program AFWL, with DASA
funding, initiated a sensor development effort for source-reglon applica-

tions. Design concepts were developed based on the physical processes

in EMP source reglons (described by Baum in the early Sensor and Simula-
i tion Notes) and prototype sensors were bullt primarily by EG& G with the
E ' early E-field sensors being built by SRI. These first models were fielded |
; !
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A on the AJAX underground nuclear test in 1967 and several subsequent
gf EMP experiments. Also during this period some air conductivity

measurements were made on underground nuclear tests (by Baran, Baum

and Ekman) using X-band double-interferometer techniques on irradiated
air in a rectangular waveguide.

With the growth of EMP testing and the concomitant design of EMP
silmulators, accurate broadband sensors were needed for measuring both
simulator performance and various response parameters of the system

under test, For this application several designs have evolved which

have found widespread use in both American and European agencies.

Both the source-region and source-free-region sensors are reviewed

in a recent paper in the special joint issue on the Nuclear Electromagnetic

Pulse authored by the principal contributors to this technology [9].

1.1,1.4 Simulator Development

From an EMP interaction viewpoint a militéry system such as a
missile, aircraft, communication center, etc. is extremely complex,
implying a low confidence in the results of an EMP interaction analysis
as it affects the many possible electronic vulnerabilities. It was
therefore apparent that a test capability was required. To perform
these tests on any extensive basis required special test facilities
producing EMP-like environments, This led to the need for what are
referred to as EMP simulators,

There are two fundamental points to be considered in deciding 1f
something is an EMP simulator (in the strict sense) or not: the accuracy
of the form of the fields in the absence of the test object (spatial,
temporal, frequency content, etc.), and an acceptably small interaction
of the simulator itself with the test object (thereby changing the response
characteristics of the test object [10]). The beginning of EMP simulation
is related to the quantification of both of these points with designs
accounting for them.

While some preliminary tests of military equipment were begun in

1963 through 1964 on some computer equipment and later on missiles, the

——
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first EMP simulator in the strict sense was ALECS. This was first proposed

by Partridge [11] as a three-plate parallel-plate transmission line for ?
testing EMP instrumentation.

This facility was changed (after construction
as a three-plate facility) into a two-plate facility for testing missiles.

2 , The latter was completed in 1967 using calculations of Baum [12,13] and

g
1
{
i

was Intended to simulate a threat-like plane-wave EMP environment appropriate

to in-flight systems (away from the earth's surface but below the atmospheric
source region from a high-altitude (exoatmospheric) nuclear detonation).
Given 1ts 12,75 meter plate spacing ALECS 1is strictly an EMP simulator with

: respect to "in-flight" test objects of somewhat smaller dimensions in order
; that simulator/object interaction not be too severe.

< pTmEs TR
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Another important early development in EMP simulation concerne the

| source region cf a near-surface burst, After some preliminary tests of
|
|

missile silo systems subjected to somewhat arbitrary EM excitation, a

T T T

. gimulator known as SIEGE was developed to simulate the magnetic field
o

. distribution produced near the ground surface by a near-surface burst.
-4

This simulator incorporated two concepts: the buried transmission line
[14] and the surface transmission line [15].

In 1968 low-level testing"a-j
was begun with the SIEGE simulator.

By now EMP simulation has evolved into an extensive field in its own
right, with varilous simulator types available for various EMP environments.

AFWL has pioneered in the daevelopment of EMP simulator concepts and has

contracted the construction of the largest number of these. However, various

other American agencies including DNA, Naval Surface Weapons Center, and
Harry Diamond Laboratoriles have built some as well.

5 A e el et MO eI e conat

Varilous European
agencies have also built some EMP simulators, generally somewhat smaller

than those in the U.S. For a review of the various EMP simulators, including

both existing simulators and those that as yet exist only conceptually, the
reader 1g referred to [10].

1.1.1.5 Notes on EMP and Related Subjects

An important stimulus for the development of EMP technology was begun

in 1964 by Partridge of LASL. This was the Sensor and Simulation Note

3
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series begun by Partridge to stimulate thinking about EMP sensor and
simulation design problems, In 1966 the editorship was turmed over to
Baum at AFWL who was by that time the major contributor., Varilous indivi-
duals at AFWL (some being now at RDA) had contributed to the expansion of
the note serles to include various other aspects of EMP technology.

Currently, the editor has divided the note series on EMP and related
subjects (or "EMP Notes" for short) into three major categories: EMP
(Electromagnetic Pulse), PEP (Pulsed Electrical Power), and ACT (Analytical
and Computational Igchniques) encompassing over a thousand individual
papers. These represent most of bagic EMP-related techmology. A majority
were printed directly as notes, but some existing reports have been only
assigned note numbers. Various indices have been published and the most
extenasive one (including detailed subject division) was published in 1973
[16]. A-previous extensive index was published by Quested of AWRE in the
United Kingdom in 1971 [17].

The Notes have functioned as a journal of the EMP community with
important contributions from agencies and contractors in the U.S. and
U.K. Publication has been supported primarily by AFWL, but many other
agencles have made some contribution to this effort. The recent special
joint 1issue on the Nuclear Electromagnetic Pulse [8] is based primarily
on material that can be found in the Notes.

In addition to the individual notes, thirty volumes (about 400 pages
each) or so have been published beginning in 1970 by AFWL to compile the
early notes. The first few volumes were first published by DASA (now DNA)
in 1968, 1In addition, a few speclal documents (handbooks) have been
published as volumes in this series.

1,1.2 PHYSICS OF EMP

Although the fact that a nuclear explosion produces an electromagnetic
pulse (EMP) was recognized as early as 1945 (see Sec. 1.1.1), it was some
time before the mechanisms of EMP generation were understood well enough
to make possible reasonably accurate predictions of signal amplitudes

10
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and waveforms. EMP is now recognized by many as a potentially damaging

fi nuclear weapon effect, and yet relatively few people have more than a

|
|
|
i
i
|
!
;
i
|

rudimentary knowledge of the physics of EMP generation. Hopefully, this
section may help to alleviate that situatian.

; It should be noted that a systems engineer or interaction analyst
: may never even see the results of a "real" EMP calculation. This is

fx' because calculated EMP waveforms can be sensitive functions of weapon

design, burst location, and observer-burst orientation. Thus an EMP {
v criterion signal is often defined. This criterion signal often represents ‘
{ { an envelope that includes most or all EMP signals of a given type., Working ’
= with such a criterion signal greatly simplifies Interaction analyses, but !

b e N s bt el i o S, '3 o it i

| it should be remembered that the criterion and an actual threat signal

-

are usually not identical,

! Similarly, detailed predictions of EMP waveforms will not be presented
here, partly because such waveforms are usually classified, but alsc because
the interaction analyst will probably be supplied with an EMP criterion
signal specific to the problem of interest. Instead, the presentation

here is aimed at giving the reader some idea of the basic wmechanisms of EMP.

A flow chart outlining the various steps of the EMP generation process

e i, A st I v A s i s

is shown in Fig. 1. The process starts with a nuclear explosion. This

nuclear burst creates photons with a large range of energies.

[t

For understanding EMP phenomena one is primarily interested in the
gamma-rays (photons with energies of about 1 MeV) and the X-rays (photons

e

with energies of a few keV) created by the burst [18]. These photons
interact with the material through which they pass (e.g., the bomb casing,

the atmosphere, or the wall of a satellite) by Compton and/or photoeffect

processes [19], creating free electrons and positive ions. The moving

electrons then create spatial current densities which serve as source

JOFRV N S Y

terms for Maxwell's equations. These fast electrons will also slow down
by ionizing the medium through which they move, creating numerous secondary

electrons. The low-energy secondaries will drift along the local electric

e

field lines and are thus often treated in terms of an effective conductivity.

11
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Fig. 1. Flow diagram of EMP production mechanisms.
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A conduction current is then created, which tends to cancel any electric
field set up by the primary current density. Once these current densities
are known, the magnitude and waveform of the EMP are determined by Maxwell's

equations,

The basic mechanisms outlined in the flow chart of Fig. 1 will first
be individually discussed in the following subsection. The various types
of EMP will then be described in terms of these basic mechanisms, Finally,

calculational techniques, unknowns and uncertainties will be briefly addressed.

1.1.2.1 Basic Mechanisms

1.1.2,1.1 Radiation Source Terms

a. The Gamma Source

The primary source of most types.of EMP 1s the gamma-ray output of a
nuclear burst. Consider first a nuclear explosion in the air just above
the ground surface (surface burst). A hypothétical but not atypical example
of the gamma source strength from a l-megaton surface burst is shown in
Fig. 2 [20]. The total source is the sum of several components, each with
its characteristic decay time [18]. The prompt gamma pulse comes directly
out of the nuclear device, has a rise time of several nanoseconds (ns), and
decays In a few tens of ns. The other gammas are made by neutrons that
leeve the device and interact with the air and ground., Fast neutrons
striking solid objects (e.g., the ground) very near the device make
inelastic scatter gammas in the same time frame as the prompt gammas. Fast
neutrons (energy > 6 MeV) make air inelastic gammas by inelastic scattering

" in air. Ground capture gammas are made by neutrons which slow down and

are captured in the ground. Air capture gammas, made by the same process
in air, last longer because of the low density of air corpared with ground.
FissionAproduct gammas, the longest lived source, are emitted by fission
debris following the lingering beta decay of fission fragments.

For a burst somewhat above the ground, some time is required for
the neutrons to reach the ground, so that ground inelastic and capture

sources are delayed somewhat. At increasing burst altitudes, the intensities

13
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Fig. 2, Total gamma source strength versus time for a nominal l-megaton
aurface burst,

of the air inelastic and air capture sources decrease, and their lifetimes
increase, due to decreasing air density. For bursts at very high altitudes,
the ground sources are absent and the air sources delayed until neutrons
can reach the sensible atmosphere at altitudes of the order of 30 km. The
speed of the fastest neutrons is about 5 x 107m/sec.

While the prompt gamma source can be regarded as a point source, the
8ize of the air and ground sources obviously devends on the burst geometry,
In sea-level air, neutron mean free paths are of the order of 100 meters,
and the air sources have dimensions of a few mean free paths,

Approximate average y-ray energles and effective absorption leagths
in the air are listed in table 2 for the various sources [19],
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TABLE 2, APPROXIMATE AVERAGE ENERGIES AND EFFECTIVE ABSORPTION
LENGTHS IN AIR OF GAMMA SOURCE COMPONENTS

Energy Absorption Length 3
Component (MeV) (gm/cmz)
Prompt 1.5 40 j
Air Inelastic 4 52 ;
% , Ground Capture 3 .38 !!
?; Air Capture 6 58 §1
ii Figssion Fragment 1 37

et Sl a4,

Estimates of the gamma flux &Y at distance r from the burst can be made by

using spherical dilution and attenuation factors, e.g., in uniform air

A . -r/A
X i~ e Sy (1)

whe.e Aa 1s the effective absorption length,. . o

b. The X-ray Source

it RSVl eCwm

Because X-rays are more easily attenuated than gamma rays, they are
often of secondary importance in EMP generation even though the nuclear
burst generates much more energy in the X-ray energy range than in the ;
Y-ray energy range. One major exception to this statement is the case of

an exoatmospheric system of interest (e.g., SGEMP effects on a satellite).

The X~ray output of a nuclear burst can be reasonably well understood

by just considering the debris as a thermal radiator with a temperature of
roughly 107°K [18]. TIf one treats the debris as a blackbody radiator, then

»
3

tw one expects Planckian X-ray spectra with characteristic energies of the order
. of 1 keV. Time historles have characteristic timesg similar to those of the
prompt y-ray output (i.e., rise time ~ 10 ns), while the absorption length
for a 10 keV X-ray in air is only 0.25 gm/cm2 (1.e., several hundred tines

less than that of a prompt gamma ray).
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1.1.2.1.2 Source Currents

a. The Compton Current

At y-ray energies, the primary process by which free electrons are
produced is Compton scattering [19]. 1In this scattering process, an
incident gamma is scattered by an atomic electron, and the electron
recoils somewhat like a struck billiard ball. The angular distribution
of the recoil electrons peaks in the forward direction, so that a net
electric current results. The average kinetic energy of the recoil

electrons is of the order of one-half the incldent gamma energy.

As the recoill electrons move through the air or other materjal medium,
they gradually lose energy to other atomic electrons through collisionms,
dislodging some from their atoms and thus producing ionization. The
energy loss 1s sufficient to bring the recoil electron to rest within a
distance (track length) of a few meters in sea-level ailr, In addition, the
recoil electrons suffer many small-angle scatterings (multiple scattering),
largely in collisions with atomic nuclei. The multiple scattering reduces

the mean forward range of recoil electrons to about two-thirds of the track
length [21].

The geomagnetic field deflects the Compton recoil electrons, leading
to components of Compton current in directions other than the direction
of the incident gammas., This effect is relatively small at sea level, for
the Larmor radius of the recoil electrons in the geomagnetic field is 50
to 100 meters, which is long compared with the mean forward range at sea
level. However, at 30-km altitude, the center of the source region for
high-altitude EMP, the mean forward range 1s comparable to the Larmor
radius. Thus the deflected (transverse) Compton current is comparable to

the radial current and is the principal source of the high-altitude EMP,

The Compton recoil electrons are also affected by the EMP fields.
EMP calculations which include this effect are called self-consistent, since
the fields are allowed to affect the Compton current which produces the

fields. Such calculations are non-linear and are usually performed on
a high-speed digital computer.

16

it o cteniial, A= SENRSRE

P RN S

e T A LT gt

Epesesps o

el e oo SN T AL e S ikt bl Sl ..

et o e it el




B et S USSP

N3 Wmds,

It 1is éasy to undersfand the general magnitude of the Compton current.
A steady flux éY of collimated gammas will produce a steady flux of recoil

electrons in the same direction, according to the relation

b =11 ME L 5 go7 $12] (2)
Y Y

|

where AS is the scattering mean free path ~f the gammas, Rmf is the mean

forward range of the recoil electron, &e is the electron number flux, 5£1]

52] is
. 2
*| the gamma energy flux in units of y-MeV/em™ - sec. A dose rate of 1 rad/sec

¥ is the gamma number flux (gammas per unlt area per unit time), and $

corresponds to a gamma energy flux of about 2x 109 gamma-MeV/cmgsec. Thus

4 R in terms of the dose rateIg the radial Compton current density Js is*

Ji(amps/mz) = 2x 10"8 f)e(rads/sec) (3)

This formula is valid from sea level up to about 30-km altitude, where the
geomagnetic field limits the mean forward range. The transverse, geomagnet-

ically deflected Compton current density is

c . C '
Jo® Jr(Rmf/ZRL) (%)

where RL 1s the Larmor radius. At 30-km altitude Jz and Js are comparable.

At sea level the effective lifetime (before stopping) of a Compton

AL . o S it A s it £ KGR - ety m AL oAk waatll  f i,

recoil electron is a few ns. Thus the waveform of the Compton current will

be approximately the same as that of the gamma flux. At 30-km altitude the

*
In this chapter J 1s used to denote the volume current density, whereas in

-
7 all other chapters J denotes exclusively the surface current density.

B e £ o B 0 oo i NSRS ED 5" ik 1 4 s

17




e e e e T TR ST

i e T jisapei et bl
e rme— TR TR At
-

11fetime is about 1 nicrosecond (us), as is also the Larmor period. Here
the current waveform is stretched by the recoil electron dynamics in the

_esrly part of the gamma pulse. Fig. 3 shows typical radial and transverse

¢ RT TT

g 0 50 _ 00 — 150 ‘
. . -retarded. time (ns) ‘
Fig. 3.h Radial and transverse Compton currents Jc and JE, and secondary
electron density N versus retarded time at 31.4-km altitude for ,
a delta-function pulse of 4,62 x 10 (1.5 - MeV) gammas per cmz, :
perpendicular to a geomagnetic field of 0.6 gauss.

currents for a very short (delta-function) pulse of gammas [20]. The
currents are plotted as functions of retarded time t

RSP ¥

ot ™ t/c, where

T=ct-r (5)

for convenience in understanding the solution of Maxwell's equatioms.

Note that if a recoil electron starting at t= 0 moved outwards with speed
¢ (the speed of light) its retarded time would remain equal to zero. The

18
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fact that the recoil electrons do move outwards with speeds close to c

dccounts for the relatively large amplitude of J: and JE at early

e T W, Y “?W'W

retarded times.

ST Y I

b. Photoeffect Currents

At X-ray energies the dominant electron producticn process is tle
photoeffect [19]. 1In this case, the incident X-ray photon disappears with

part of its energy going to free an electron from a bound state near a

L s, L e ARAL

|
{3
Ny
|

nucieus and the rest of its emergy going into kinetic energy of the free ,

electron. |
Photoeffect currents are of secondary importance for EMP except for .
i
cbservation points very near a nuclear burst or at vacuum/material inter- , 1

faces (i.e., SGEMP source currents). The subject of electron emission

from vacuum/material interfaces is toc complicated to treat in detail here.

As an example, however, typical electron yields for various blackbody X-ray _ i
spectra incident upon several materials are listed in table 3 [22], , j
TABLE 3., BACKSCATTERED ELECTRON YIELDS FOR SEVERAL BLACK-BODY SPECTRA '
Incident Photon Aluminum Gold Silicon Dioxide ;
Blackbody (electrons/ (electrons/ (electrons/ a
Temperature calorie) calorie) calorie) i
(keV) ;
|
1 3.04 (13) 1.16 (14) 2,30 (13) )
2 1.25 (13) 7.21 (13) 8.86 (12) ]
: 3 6.49 (12) 4,66 (13) 4,49 (12)
% 5 2,57 (12) 2.50 (13) 1.74 (12)
i 8 1.03 (12) 1.33 (13) 6.94 (11) ,
: 4
i 10 6.49 (11) 9.71 (12) 4,35 (11) g
? ?
IS i
! . ;
3 o T
3 = 4
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f
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1.1.2.1.3 The Air Conductivity

A Compton recoil electron makes approximately one secondary electron-
ion pair for each 85 eV lost by it in collisions with atoms. Most of the
secondary electrons have energles of the order of 10 eV, but a few have
?f ‘ larger energles, approaching one-half that of the original electron. The
more energetic secondary electrons produce tertiaries, etc. When all the

ionization is completed, there is approximately one electron-ion pair for
each 34 eV lost by the original Compton recoil electrom [23]. Thus a 1 MeV
electron will produce eventually about 30,000 electron-ion pairs. The

PNy SRR - I NI "

o et el el

effects of these electron-ion pairs are often modeled by an equivalent
conductivity,

Both electrons and ions contribute to the conductivity, so that it is
necessary tc keep track of their densities, At low altitudes free electrons
are removed predominantly by the attachment process

R i ARG, .. 1 i

e +AO2 + 02 . 02 + O2 (6)

vwhich produces the negative oxygen ion. At very high electron and ion
densities, dissoclative recombination removes both electrons and positive
ions

e+o*2'-¢o+o

¢)] .
e+N;-DN+N "

Positive and negative ions remove each other by mutual neutralization,
with the help of a third molecule M (either 0, or Nz)

-t

02 +0,+ M~ O2 + 0.+ M

2

N

(8)
-t
0, + XN,

P T TR T v T T L O e v
s T e e X - b

+ M —"02 + N2 + M

20




Both 02 and N are produced along with e in the original ionization. Since

the conductivity properties of 02 and Né are nearly the same, it is not

3 necessary to keep track of both specles separately. The common tresatment
4 defines densities Fe’ N,, and N_ of electrons, positive and negative ioms
k respectively, which satisfy the differential equations .

- kzNeN "

[= 7 = 1
nlz
o

= 5o klNe

T = %o kNN, = kN,N_ o (9) i

i d " e - kNN
f\ Here Seis the rate of production of electron-ion pairs. The rate constants

ky» ky, ky are for the reactions (6), (7) and (8), respectively [24]. i
\ Typical values of these constants at sea level and their scaling with air

density pyare

ky = 108/sec, kl‘" pi
o -7 3 [
k, = 2x10 ‘em”/sec, indep. of p, (10) B
ky % 2% 10 Ocm?/ K, ~ 5
3 cm”/sec, 3™ Pg

The value of k1 is affected by the presence of an electric field. Also,
the complete recombination chemistry is somewhat more complicated than

- e
el S

described here, especially in the presence of water vapor [24),

Simple approximate solutions to (9) are often useful. For example,
the reaction (7) is usually negligible compared with (6). At early times, 1

then, for an ionization source Sewhich changes slowly in a time interval

A
compared to l/kl, the electron density is approximately : ]
L

N, = S /k (11)
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) For a source which rises exponentially, ﬁeﬁveat (as for fission chain

reactions), the solution is

A T

N, " Se/(a+k1) (12)

iﬁ For a source which falls more slowly than t_z, the late~time ion densities

are

. N_ =N = /8 [k, (13) i

et !

) Finally, for a source which falls more rapidly than t-z, the late-time ion
! densities are

5 N_ N, ¢ (gt) ™ (14)

- i S M |

The ilonization aourceSecan;berelated to the dose rate 5e' Since one

rad is defined as depositing 100 ergs/gram, and since 34 eV are required

to make one electron-ion pair, one has the relation

elect, \ 9 23_ : (rads
Se(—-'g—'-> 2,2%x10 (p ) De(——sec ) (15)
cm -gec ao

Here Pao ™ 1.23 grams/liter is the density of sea-level air. This relation

e A Sl s o S i
R g~

assumes that all ionization is completed in timee short compared with the

variation of De.

The mobility Mg OF Wy of an electron or ion is defined as the ratio
of its drift velocity to the electric field causing the drift, Typical
values of the mobilities 2t sea level and their scaling with air density

r
paae

0 (16)
m LA -4 "ao
vy (e)/ (3)=25m007 22
22
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Small differences between the mobilities of various ions are usually
neglected. The electron mobility is not independent of the electric
field, and is affected by water vapor [23,2%4].

Since the mobllity of electrons is much larger than that of ions,

electrons dominate the conductivity at early times when the densities of

electrons and ions are comparable. In this circumstance the air conduc-
B tivity 1is

; o= eNeue 17)

& |

?g where -e 1s the electron charge. Using (12) and other data stated above, ]
[ we can relate the conductivity to the dose rate and find

i

. I -4
‘A mho> e 1%X10 » (rada)
i o ( m (a+k§) De sec (18)

This result is independent of air density, except through the term kl. It
should be noted, however, that variation of the lonization completion time
with p, and the dependence of y_ on E/pa (E = electric field) make the

e AR i Sl i

results only approximate.

At late times, when the electrons are almost all attached in 0;, ion

conductivity can dominate,

1.1.2.1.4 The Spherically Symmetric Case j
In Sec. 1.1.2,1.2 an expression for the spatial current density 3°due .
to primary Compton electrons was derived and a conductivity ¢ was calculated g
in Sec. 1.1.2.1.3. One then has the information necessary to solve the b
Maxwell equations 1
o
M gp * U E=0 (19)
4 a% > - j
—e, 5p + VX1 F+ oF (20)

X 23

¥ -

- t

R R TS MY YT s Pt




s . Trz——r T R ciani i diinakaas B N - T
e e e o g T oo T . .

Eq.{(19) indicates that aﬁ/a? 1s zero if VX E is zero. Thus, the magnetic

!

: field will remaln at its initial value (usually assumed to be zero) if the
;} electric field is curl-free.

t

1

i

et

Q)

=

S v o
e mitati e et il N

The spherically symmetric geometry is one
such case, For this case, vxH = 0 in (20), and if J°has only a radial

component centered at the burst location, then (20) becomes

€ —L+0E = - Ji (21)

I T T ST T T

P 2
L et

S Note that in this case the electric field is purely radial and non-zero
|

only within the source region where Jgis non-zero.

oy

Pl The soluticn of (21) is easy to understand.
. begin at arbitrarily small values, and increase.
at arbitrarily small values.
cEris negligible.

At early times, J% and o

Therefore, Eralso begins
Thus at sufficiently early times, the term
In this time regime, the solution of (21) is

SR R

1 t c
E > ~ = J ert (22)

(=}
|
8

which indicates that JS 1s creating the electric [ield E.in space, which will
rise exponentially if JE does. At some time, the conduction current OEr

may become comparable to the displacement current eanr/at. If after

this time we neglect the latter, we obtain

el

Q ‘wc_.
1
=

. (23)

From (3) and (18) we see that E is independent of the doge rate ﬁe.since

Jiand ¢ are proportional to be. Thus Erbecomes constant at the saturated
value Es’

From (3) and (18) we find

%)z 2;x10'4(a4-k1)(sec"1) (24)

|
|
]
|
i
i
a
|
}i
]
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With a = 2x 10 (not atypical), this formula gives E_ = 6 104V/m at sea

level where k = 1x 10 ,» and E_ = 4x10 V/m at higher altitudes wnere k,
is negligibly small compared with a.

- After the gamma pulse and the Compton current reach their peaks, the

: value of a effectively goes to zero. Eq.(24) indicates that E_ will then
v fall to about 2 x 104V/m at sea level. The displacement current remains

. | negligible, and Erfolloys Es' At sea level, within some kilometers from
L‘ the nuclear burst, this value is maintained for some tens of us, after

E‘ which the dominance of ion conductivity causes Erto fall gradually,

o approximately as /‘ This behavior can be deduced from the approximate
;i solutions (13) and (3)

. It should again be-noted that for the spherically symmetric geometry
;L% Jjust considered, there are no radiated EMP fields (i.e., no fields beyond
' the source region). If radiated EMP signals are to be created, there must
; be some asymmetry in the source current distribution. The magnitude and
;i time history of radiated EMP signals can be very sensitive functions of

the source asymmetry; thus, much of the early work on the physics of EMP

was aimed at determining the most important sources of asymmetry,

1.1.2.2 Types of Electromagnetic Pulse

1.1.2.,2,1 EMP From High~Altitude Bursts

One important type of EMP is generated by a nuclear burst above
the atmosphere at altitudes of 100 kilometers or greater. In this case
the prompt gamma output 1s the most important radiation source since

these gammas will penetrate farthest into the atmosphere.

As indicated in Fig. 4, the downgoing gammas will begin to interact
appreciably with the air at altitudes between 40 and 20 kilometers creating
a Compton current in this EMP source region. The Compton current has two
components, First, the component in the direction radial from the burst
produces principally a radial electrlc field., However, since only part
of the gamma shell intersects the atmosphere, we do not have complete

spherical symmetry. Thus some transverse fields, principally of electric-




burst location
+—— (X 100km)

§ ) : Compton
. earth's magnetic electrons

& field lines

it

gamma mY
source region

| X radiated (30-50 km)

sk i s

Fig, 4. Schematic representation of high-altitude EMP generationm.

dipole type, are generated by the radial current. Second, the geomagnetic

field causes the Compton current to have a transverse component perpendi-
cular to the radial direction, This component directly generates outgoing
and ingoing transverse fields, principally of magnetic-dipole type. Tt is
this turning of Compton electrons in the earth's magnetic field that creates
the very large, early-time peak in the EMP signal from a high-altitude burst,.

et el NS

This mechanism was not anticipated prior to the 1962 nuclear test series.

As a result, many attempted EMP measurements were driven off-scale. This

magnetic-dipole signal was first explained by Longmire, and Karzas and
Latter [7] in 1964,

< e e

From a simple point of view, the large magnetic~dipole signal is

barica

due primarily to the fact that the Compton source current moves radlally
outward at the speed of light. The net result is that the fields radiated
by the various current elements (as shown in Fig, 5) will add in phase, :
resulting in a large total signal., The situation is similar to a phased

array of antennas.

26




B s mmaTm e s e o et TTATIRC AT m s emmms g Y Ty e e " e — . - T T T N o i " P ” . g . an L

B . )

\
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current elaments 1
(timed to add in phase !
as wavefront apprcaches j
observer)

- | earth's magnetic
field lines

\

to observer

Fig. 5, Diagram indicating the current elements due to geomagnetic turning
and how they add in-phase to give a large outgoing wave.

Because there has been a goond deal of misunderstanding about the
various aspects of high-altitude EMP, it 1is useful to give a brief mathe-

matical explanation of the phenomenon. For simplicity, comsider a planar

pulse of gamma rays approaching a flat earth with a flat exponential
atmosphere from the vertical direction. Let the vertical coordinate z

increase downward, i.e., z 18 essentially the samne as the radial coordinate

|

from the burst, which is imagined to be very far away. Let the geomagnetic
field be in the y-direction, so that the Compton current will have components

PR W S

Jg and Ji. We will have field components Ez, Ex and Hy’ which depend only

on z and t. Maxwell's equations beconme

.ﬁ
9H aEx i
N AP 2
'j Yo Bt 3z (25)
N aEx c aHy |
Tt wm 28)
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It is no& convenient to transform variables to retarded time T and outgoing
ard incoming fields F and G, where

T et -2 (28)
F=E + ony 29)
G = Ex - ZOHy (30)

! l where Zo is the impedance of free space. Thus
3

A E, = (F+6)/2 (31)
‘ uy - (F—G)/(ZZO) (32)

and under the retarded-time transformation, the partial derivatives are
replaced by

139 ]

2-5?9?{ (33)
9 9 3

A T (34

As a result of these transformations, Maxwell's equations become

3F cZOF cZoG
= + F— = - ZOJ‘:( - =5 (35)
7 G 23 oz F
3 6, o 136 To%x ¢ (36)
y w T " 2%z 2 Z
!."‘.;
'f 3E, p
t T + GZOEZ - - ZO z (37)
28
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It is to be noted that the differential equation for Ez is uncoupled
from the other field components and that this equation has the same form
as the spherically symmetric field equation treated in Sec. 1.1.2.1.4.
The nature of the solution 18 thus the same as was previously discussed.
At early timee, Ez is proportional to the time integral of Jg, and 1if the
total charge displacement is sufficient, E, saturates at the value -Jg/o.

The condition that saturation be reached while the Compton current pulse

1ls still rising as eat is that the peak conductivity reach the value

g2ea = 10'3mho/m (38) ‘

Here we have used o = 108/sec. Using (18) as an estimate, we find that
dose rates of about 109rads/sec are needed to produce saturation of the
radial electric field. For a nominal l-megaton burst, saturation would
occur only within slant distances of about 50 km between the burst point
and the EMP source reglon, We will see that it is much easier to saturate
the outgoing field F.

Now assume, as will be verified later, that G is small compared with

F. One can thus neglect the 0z G term in (35). When this term is dropped,

the equation for F has the same form as the equation for Ez just discussed
except that the derivative 1gs with respect to dilstance z rather than the

retarded time v, Thus, for small o,

z
c
F(z,t) = - Z° J Jx(z',T)dz' (39) !
while 1f ¢ is large enough, F will saturate at the value §
;
2J: 1
Fe-— (40)

In an exponential atmosphere, both J; and o increase as exp(z/h), where

h 1s the atmospheric scale height. Saturation will thus occur when

29




a2 @ 10'6mho/m (41)

2
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o

This is much smaller than the value needed to saturate Ez as given in (38).
One can see that the transverse field will saturate at distances some 30

- times farther from a burst than the radial field, or up to 1500 km for a :
: nominal l-megaton burst. 1

The reason F is more easily saturated than Ez is that F integrates J:
over a scale height, while Ez integrates J; over the rise time multiplied
by c. The latter distance is of the order of a few meters, while the
former is about 7 km. It 1s for the same reason that G is small compared
with F as is indicated by (36) that G integrates J; in time. Moreover,
once F saturates, che source term Z°J§/2 + aZoF/4 effectively vanishes in

the G-equation. In this regime the outgoing wave F induces a conduction

il

g

- i
, current which effectively cancels Ji, leaving no net current to drive i
i ingoing waves. The smallness of the incoming wave G compared with the ﬁ
: outgoing wave F implies that

E = ZoHy » F=28 (42) 1
go that (35) 1s approximately {
aEx 1
2 —2+208 =-2J3° (43)
9z 0o 'x oXx

This equation, which is known as the outgoing-wave approximation or the
high~-frequency approximation, 1s the basic equation of high-altitude EMP

theory. It was derived in Cartesian coordinates (as here) by Longmire in

- el I i W s 25D A |

1963, while the equivalent expression in spherical coordinates was presented
by Karzas and Latter in 1964 [7].

The behavior of the solution of (43) for Ex ig the same as that dis-

cussed above for ¥, For a given retarded time T, E, increases as exp(z/h)

at very high altitudes., If the source is sufficiently strong, Ex will
saturate at

3¢
X 4
E =_-0—5E8=6x10V/m (44)
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and remains saturated until the wave reaches an altitude below about
30 km where, due to absorption of the gammas, both ¢ and J; fall away.
Below this altitude, called the altitude of desaturation, (43) indicates

that aEx/az % 0, or Ex & constant; the EMP propagates as a free wave.
Actually, of course, E, will fall as 1/r,

At very early retarded times, J; and ¢ are very small and saturation
does not occur at all. The rise of the final EMP is similar to the rise
of the Compton current before saturation, The duration of the final EMP

is not longer than the duration of the Compton current pulse at the
desaturation altitude.

Many details of high-altitude EMP theory neglected in the above
discussion have been studled over the years and no serious problems with
the high-frequency approximation have been discovered. Both detailed

numerical [25] and theoretical [26] studies have been carried out.

1.1.2,2,2 EMP From Surface Bursts

For a nuclear burst in the air just above the ground or oceen

surface, a Compton current density and air conductivity are produced

as described previously. In this case, however, the source region is
primarily hemispherical, since radiation created by the burst will not
appreciably penetrate into the earth below the burst point. Also, soil
conductivities are of the order of lo-zmho/m and the ocean conductivity
is about 4 mho/m. These values are higher than the air conductivities
over most of the EMP space-time source reglon. Thus, the ground shorts
out the radial electric field near it, and is often approximated by a
perfect conductor. The net result is that a radially directed Compton
current 1is generated'in the hemigphere above the ground, resulting in a
radial electric field as discussed in Sec. 1.1.2.1.4. The asymmetry
introduced by the ground, however, creates transverse field components

which can radiate to distances large compared to dimensions of the
source regilon,

One simple model for understanding surface-burst EMP 1is illustrated

in Fig. 6. The net effect (ignoring retardation) of radially directed
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Fig. 6. Surface burst geometry showing Compton electrons and net current

c

density, Jnet' Radiated fields are approximately proportional

to dJ:et/dt (electric~dipole fields).

current dengities over a hemisphere is a compoéite current perpendicular .
to the ground. This current is just proportional to the time derivative
of an effective electric dipole moment. The radiated fields seen’by a
distant observer can thus be approximated by the radiated fields of an
electric dipole, and is proportional to the second time derivative of

the dipole moment (i.e., the first time derivative of the net current).

Anﬁther simple model useful for understanding how a surface burst
generates close-in magnetic flelds is illustrated by the toroidal geometry
shown in Fig. 7. As noted previously, when the burst occurs, Compton
electrons flow radially away 1in the air creating a charge displacement,
Because of the relatively large ground conductivity, equilibrium near
the ground/air interface will be established by conduction current (oE)
flow through the ground. The net result is a toroidal positive current
flow toward the burst point in the air and away from the burst in the
ground. It is clear that this torvidal current flow will create a strong,
azimuthal magnetic field near the air/ground interface.

A basic theory of ground-burst EMP, including most of the important
physical mechanisms, was presented by Longmire in 1963, More detailed
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J°= Compion current density | J7 = conduction current density (c-E)

burst ground

Fig. 7. Surface-burst geometry at intermediate times when Compton
electrons created near the ground flow back to the burst
through the highly conducting ground, creating a toroidal
current loop. Both Compton currents and conduction currents

are nearly radlal close to vertical axis.

analytical treatments aund complex numerical calculations have since been
carried out, and a complete theory is obviously quite complicated. Thus,
only a brief outline of parts of the physics of ground-burst EMP will be
sketched '« the following paragraphs.

The surface-burat EMP can be understood in terms of three phases.
The first is the wave phase, in which the conduction current is small
compared with the displacement current. This phase corresponds to the
time before saturation and Maxwell's equations are approximately linear
in this phase. The diffusion phase 1s entered at saturation, when the
conduction current exceeds the displacement current and the latter can
be neglected. During this phase, the return conduction current (which,
in the spherically symmetric case, tries to cancel the Compton current)
shifts to the ground from the air just above it. Thus current loops
are formed and an azimuthal magnetic field is produced near the ground
surface. This field diffuses up into the air and down into the ground
by the familiar skin effect process. When the skin depth in the air
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reaches to an angular elevation of ahout 1 radian (referred to the burst
point), the diffusion is completed and the final, quasi-static phase is
entered. During this final phase the induction (transverse) part of the
electric field is small compared with the electrcstatic (longitudinal)
part, and the Compton and conduction currents are approximately in steady
balance.

In mathematical terms, these various phases can be understood by
considering a spherical coordinate system, centered at the burst with
the polar axis perpendicular to the air/ground interface. In the air,

Maxwell's two time-dependent equations reduce to

oM
$a._13 13

LY r 3¢ (FBg) * ¢35 B, (45)
3
9 ¢ . _13

e, 57+ 9y *+ J; e (rH¢) (46)
3E
_r c 1 93

6, gr- + OB, + J5 = ——5—5 5 (stn © H¢) 47

During the early-time wave phase, it is convenlent to transform these
equations to retarded time and introduce outgoing and incoming fields, as
was done for the high-altitude EMP case. As before, the incoming field G
is small compared to the outgoing field F, and at early times the conduc~
tion current oE is small compared to the displacement current, One can

thus obtain the approximate wave-phase equations to be

aFr Zoo aEr
A R T (48)
aEr 1 aFr
— =2 I = (49)
o1 or 2r2 36

where
Fr = r(Ee + ZOH¢) (50)
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T®=ct-r (51) |

Jg has been assumed to be small compared to Js, and sin 6 has been replaced ) ;

by unity since Fr is confined to angles near the ground surface. g i

An examination of these equations indicates that the outgoing vive Fr !

is confined to a region ncar the air/ground interface (since aEr/ae is o
largest there) and the field produced near the ground spreads upward as

it propagates outward.

e aritiacn.

At somewhat later times, during the diffusion phase, it is convenient
to return to the real-time equations (45) - (47). During this phase, the

conductivity has become large enough that the time-derivative terms in

BT

(46) to (47) can be dropped (i.e., the displacement current is much

smaller than the conduction current). Since the magnetic field is

confined to points near the ground surface, one can introduce the local
vertical coordinate z = r(n/2-06). Eqs. (45) and (47) can then be combined

i
My 5 (9 4 <1a i
Mo 3E- = 32\ o))" 32 o 3z By (52) ' !

Note that this equation 1s just the standard diffusion equation for

to give

the skin effect which can be solved under various assumptions for the time

dependence of o, and hence the name "diffusion phase."

Rather than investigate the diffusion phase by directly studying (52),

20l Fotilille a . maad T .

a somewhat more intultive approach using the geometry shown in Fig. 8 will
be taken. If one ignores the displacement current, then

WIS P

vxH = § (53) 1

where 3 includes both the Compton and conduction current. The integral

form of this equation, using Stokes' law, is

§ Hedl = Jr J.a8 (54)
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Fig. 8. Geometry for estimating surface-burst magnetic fields.

One can choose the line integral to be at a constant radius r and the

surface S to be on the air/ground interface. One then obtains

2
2m:H¢ L (55)

where Jn is the normal current demsity through the air/ground interface.
Thus

B = 5%; (56)

where I is the total current flowing normally through the surface. Hence,
the magnetic field at a given radius can be found from a knowledge of the

total current flowing vertically through the surface inside that radius.

One can estimate the total current through the ground in the following
manner, Consider the wedge shown in Fig. 8 through which the Compton
current flows to reach an observer at radius r. Assume that all currents
within a skin depth of the surface flow back through the ground and that
all currents abcve this flow back radially. If there is no charge build-
up, the total vertical current will then equal the total current through
the right-hand vertical end of the wedge, i.e.,

I = 2mréJ¢ (57)
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and

where J¢ 18 the Compton current at radius r and the skin depth & of a

plasma is given by
8 = V27wu°o ‘ (59

where w is the frequency of an oscillatory waveform,

at
At early times one often assumes that the current rises as e . A

characteristic skin depth is then

-l i

]
] 8 = Y2/au_o (60)
{ and
. i c .’
| Mo Vo i
Since ¢ and J® are both rising as eat, it follows from (61) that 1
H, ~ em:/2 (62) !
¢ .
At later times, one can assume i
§ ~ Vtfo (63) {
so that !
Hy ~ I vtlo i
c i
- ga_ /ot (64) i

This last expression 1is useful since Jc/o is just the saturated electric
field, which is approximately a constant. Thus, the time history of H&

in this regime depends upon Yot. The peak H¢ will then occur near the :
] peak of the gamma pulse and Compton current. After the peak, H, varies

¢
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only as the square root of gamma flux. As a result, H, does not

decrease much during the remainder of the diffusion phase.

In the quasi-static phase, the divergence of the total current

density must vanish, and E must be derivable from a potential ¢ which
must satisfy

Ve (av¢) = v.3€ (65)

Longmire has shown that the solution of this problem is such that the
electric field and the conduction current are very nearly in the 6
direction, Thus while the Compton current flows outward radially,

the return conductlon current flows down to the ground in the 8
direction.

We have not discussed here the EMP problem in the ground, which
is dominated by conductivity [27,28). Soil conductivities and permit-

tivities typlcally vary substantially with frequency and the water
content of the soil,

1.1.2,2,3 EMP From Low-Altitude Bursts

For low-altitude nuclear bursts, the basic physics of EMP generation
is quite similar to the mechanisms already discussed — the geometry and

relative timing of the various effects are move complicated, however,

For higher bursts (e.g., 30 - 50 km) the geomagnetic turning signal
will be important, as it is for high-altitude bursts. However, as the
altitude of the burst decreases, the magnitude of the geomagnetic turning
signal also decreases because the increasing air density decreases Compton
electron ranges and lifetimes. The ailr density gradient will still give
an electric-dipole EMP following the magnetic-dipole signal.

At lower altitudes, the magnetic turning effects are small and the
weak electric dipole source caused by the ailr density gradient becomes
the dominant radiation mechanism, As the burst altitude is lowered
still further, the gamma deposition region begins to intersect the

ground, and the situation 1s similar to the ground-burst case discussed
previously.
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The nature of low-altitude EMP thus changes from nearly a high-
‘ altitude EMP signal to a ground-burst signal as the altitude of the
! burst is lowered. As this transition 1s made, the magnitude of the

radiated EMP becomes quite small., Low-altitude effects are thus often

ignored in favor of the more severe system threats posed by the high

altitude or ground-burst signal,

1.1.2.2,4 Dilspersed EMP

LT TN T T

The term "dispersed EMP" (DEMP) has been applied to describ. the
L case where the radiated signal from a high-altitude nuclear burst misses
: the earth (e.g., when the ray is tangent to the earth's surface) and
travels out into space after traversing the ionosphere. Since the iono-

sphere is a dispersive medium (i.e., different frequencies will travel

at different velocities), the dispersed pulse leaving the ionosphere will
be considerably different from the pulse entering. Calculations show
that a monmopolar high-altitude EMP signal will be converted to a much

i longer pulse that resembles a swept CW waveform [29].
1.1.2.2,5 MHD EMP

Thus far, all of the various types of EMP discussed have resulted
in early-time signals with characteristic times related to the radiation
output of the nuclear device (i.e., milliseconds or less). Electromagnetic
signals are also generated at much later times (tens of seconds after the
burst) due to the hydromagnetic motion of the atmosphere and device debris,
For simplicity, all such very late~time EMP signals are referred to here

as magnetohydrodynamic electromagnetic pulse (MHD EMP).

A simple explanation which illustrates the basic ideas of MHD EMP
is known as the magnetic buhble model. A nuclear burst will ionize the
region of air surrounding it, This highly ionized region will also be
heated and thus rise and expand as time progresses, according to the

laws of hydrodynamics. Because it is highly comndicting, this "bubble"

will alsc force out any nearby geomagnetic field lines as it expands.
A simple calculational model is thus a perfectly conducting sphere with

a time varying radius immersed in the earth's magnetic fileld. The net
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effect is a change in the electromagnetic field due to the earth's magnetic

field being pushed out.

This mechanism for generating EM signals has been postulated for some

time [6]. Current theories are more complex and include such effects as
motion of regions of the ionosphere. In any case, it appears that the

resulting fields are quite low but they can exist over long time periods
and large areas. There has thus been some recent concern with coupling

to very long communication lines. Work on detailed MHD EMP calculations
is presently underway.

1.1.2.2.6 SGEMP/IEMP

System-generated EMP (SGEMP) and internal EMP (IEMP) differ from
other types of EMP previously discussed in that the current densities
that drive the Maxwell equations are created by the interaction of the
incident radiation (X-rays or gamma rays) with the system itself, rather
than air or ground near the burst. The system of interest whether a
satellite, missile, or ground vehicle, must therefore be close enocugh

to the burst to intercept some of the emitted radiation.

One common example is an orbiting satellite within a direct line-
of~sight of an exoatmospheric nuclear burst [30]. 1In this case the only
radiation attenuation is the 1:'-2 geometric fall-off and X-rays will be
the dominant source of electron emission from external surfaces of the
satellite. The radiation will also penetrate the structure, and both
X-rays and y-rays will create free electrons inside the satellite.
Because source currents can be generated anywhere within the system,
simple hardening concepts such as external electromagnetic shielding may
be much less effective than for other types of EMP.

A detailed discussion of the physics of SGEMP/IEMP would be too
lengthy to include here. Calculated fields, currents and charges tend
to be very system-specific and highly dependent upon assumed parameters
of the incident radiation. General comments are thus difficult to make.

40

v -

et e mli, e ikl U AN ca O




]
b
|
L)
£
.
i
:
sl ._.‘ [ _J

oy One point that should be made, however, is that SGEMP calculations
! ' often require a self-consistent treatment for the current densities used

i to drive Maxwell's equations. Here "self-consistent’” means that the

effects of the resulting electromagnetic fields on the subsequent motion

; of electrons which make up the source current density must be included.

The driving current density is thus coupled to the resulting flelds, making
the problem highly non-linear. This self-consistent effect is especially

important for SGEMP because many of the electrons are produced by incident

Ll w TR e e T T

X-rays and thus have low energies [31]. The motion of these low-energy

photoelectrons 1s more easily influenced by the fields than higher-energy

R R,

Compton electrons produced by incident gammas. WNote that for other types
P of EMP, gelf-consistent effects are usually a minor correction but for

SGEMP such effects may be dominant.

1.1.2,3 cCalculational Techniques

1.1.2.3.1 Analytical Methods

Analytical methods are quite useful for gaining a general under-
standing of a phenomenon and for determining just what parameters are
important. Approximate analytical techniques have thus been used previously
to explain the basic physics of different types of EMP, Such methods as
variable transformations and ignoring certain terms in differential
equations have been used to make the problem tractable and to identify

the phases of the problem when certain physical effects are dominant,

As with most areas of physics, however, purely analytical techniques
are limited in terms of the complexity of the problems which are soluble.
Problems for which analytical solutions can be found are often far from

realistiec.

In the case of EMP, the combined set of differential equations used

to describe the Compton source current, the air chemistry, and the resulting

T T ST T

electromagnetic fields is obviously quite complex and complete analytical

solutions can be found for such simple cases as those with spherical symmetry.

1.1.2.3.2 Numerical Methods

An alternative to analytical solutions is the use of numerical methods.
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Numerical techniques using large, fast computers enable one to calculate

the response of models which are much more realistic than can be treated

with purely analytical methods, Computer calculations can be thought of

i

as "numerical experiments." These "experiments'" can be complicated and
involved, depending upon the degree of realism desired., Numerical calcu-
lations can haQe the disadvantage of generating massive amounts of output
data. Checkingland understanding such results can be a difficult and
time-consuming tésk. Errors are thus easlily made and results are often

misinterpreted.

Pr TR I e

Work on EMP computer codes started at about the same time as the
detailed analytical studies did [32,33]. The early work and almost all
subsequent numerical studies have been based on finite-difference

equivalents of the various differential equations presented earlier,

I

EMP codes are thus typically based on some time-stepping procedure
combined with a spatial grid. Sometimes one spatial dimension is
suppressed by expansion techniques, e.g., using spherical harmonics to
represent the angular dependence of a spherical geometry, Such time-
domain, finite-difference calculations make good sense when one remembers

that the source current densities and the conductivities used in Maxwell's

s sl THL o T I

equations are strong functions of space and time. In fact, the rapid

variation of such functions near the gamma wave front makes it often

ki

advisable to finite-difference the retarded-time equations, rather than

Pury=u

to work in real time., It has been discovered, however, that numerical

solutions in retarded time can have stability problems [34] that require

i e

special numerical techniques.

Such EMP computer codes have been used to Investigate the accuracy

Al ik

of various approximations made in analytical investigations. For example,

o

the CHAP code has tested the accuracy of the high-frequency approximation
(43) by including the ingoing wave in Maxwell's equatioms, Computer
results show that the high-frequency approximation is indeed usually

valid. Code calculations have also included detailed radiation sources,
the full set of ailr chemistry equations, X-ray in addition to gamma ray

effects, and self-consistent source current calculations. These effects
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do, of course, change the details of the EMP signal produced. In gemeral,
however, such numerical studies have verifiled the overall accuracy of the
general picture presented here. '

Computer calculations also have certain limitations., Reasonable
amounts of computer time and storage allocations mean that most EMP
environment calculations assume a two-dimensional spatial geometry,

Running such time-stepping codes to late times can also be a problem
because of stability and accuracy limitations.

1.1.2.3.3 Comparison of Theory With Data

In the 1962 high-altitude test series there was at least one successful
measurement of the high-altitude EMP waveform. The measurement was made
by Wakefield of Los Alamos Scientific Laboratory, The result is shown in

Fig. 9 along with a calculated EMP waveform and the same waveform after

- A A=CHAP code 4
B=curve A convolved
with instrument response

C=measured

slectric field (orbitrary units)

1 ] A 4 1 A . F J |

time (arbitrary units)

Fig. 9. Comparisons of experimental and theoretical EMP waveforms.

43

- .'_‘-g‘!.l—bu.#:- PRI

e Sy

R e

o ey

e i . 1 g M e bkt i e e

s




i
5
B4
1
1
1
1
i
i
i
1
1
i
'R
.
Jr
[
5
[
o ot e st bl s “,--A.AJ

e

being convolved with the instrumentation response function. The agreement
between the two waveforms is fairly good, considering that the instrumenta-
} tion response function is somewhat uncertain., Existing ground-burst EMP

data also appears to be consistent with analytical and numerical predictionms.

The agreement between theory and measured data tends to indicate that our

o -
! understanding of the physics of EMP 1s reasonably well developed. L
1.1.2.3.4 Unknowns

Although the overall physics of EMP is fairly well understood, there
are still areas of uncertainty. Also, specific system vulnerability issues
are continually resulting in the need for further environment calculations

and increased accuracy.

!

' Among the major unknowns at the present time are certain details of
! air chemistry reaction rates, the nature of late-time radiation sources,
and the entire problem of late-time (i.e., times greater than 100 msec)

EMP, Research into these areas is presently underway,
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CHAPTER 1,2
TOPOLOGICAL DECOMPOSITION OF SYSTEMS

The EMP aialysis of a large system is complicated by not only the

PR v

physical and electrical complexity of the system but also the electrical 3

properties of many system components that are not well understood

vy

throughout the EMP spectrum, To carry out the analysis it is often
[‘? convenient conceptually to define a series of transfer functions (or,

more precisely, operators) which relate the incident EMP signal to a

b ol i

response somewhere within the system,

Onz approach to determining these transfer functions for a large

system is to subdivide, if possible, the system into a number of smaller,

e e N 12 N

less complicated, and relatively independent pieces. The analyses of
these smaller independent pleces are much easier to carry out, and the
response of the entire system may then be constructed from the analyses

of these pileces.

In order to facilitate the partitioning of a large system it is

convenient to view the entire system as being constructed from a large

number of conducting surfaces which attenuate or shield, to a& certain ;
degree, the incident electrpmagnetic wave as it propagates into the
system, Thus, it is helpfyl to have a description of the electromagnetic
shield topology, or a description of how the shielding surfaces of the

system are configured, to perform such a decomposition of the system.

1.2.1 BASIC DECOMPOSITION CONCEPTS

The concept of shielding topology(or geometry)and its application
to EMP analysis has been described in a number of reporxts [1-4)., One

first defines a nw. « - of shield surfaces through which EMP energy

penetrates at discrete or localized areas. The most obvious of such

Fed N -

surfaces is, for example, the exterior skin of an all-metal aircraft
with its windows, skin joints and antennas being points for emergy

penetration. Upon penetrating this outer skin additional surfaces

LR cobiages S
A%y S
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may be encountered, which serve to further enhance the shielding of the
system, Smaller metallic enclosed areas in an aircraft, such as conduits
and equipment housings, are examples of such additional surfaces. Similarly,

inside these surfaces, another conducting surface may be evident in the

form of shielding on cables.

For each of these surfaces one may define a number of fundamental
problems for the determination of the energy penetration into and through
the shielding regions. These problems include field penetration through
apertures, direct energy propagation along insulated conductors pilercing
‘i the shield and diffusion through the imperfectly conducting shield surfaces.
1. Similarly, a number of mechanisms can be identified for energy propagatiom
o within a particular shielded region. For thils internal propagation problem

the transmission-line propagation is usually the most important mechanism.

As an example of the decomposition of a large problem into a set of
t gmaller problems, consider a simplified interaction problem of a cable

located inside a highly conducting shield with an aperture in it (Fig. 1).

perfectly conduocting
shield

cable
internal

‘ coupling

7 sources

aperture ——./ —_ due o EMP f
]
\cquivolont internal

™,

sources propagation

K

R |
Y S

incident EMP résponss
H
Fig. 1. Simplified internal interaction problem with one port
- of entry for EMP energy-
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Note that the shield could represent the skin of an aircraft, the outer
gurface of a shielded room, or any other reasonably well-shielded region.
The steps in carrying out the internal interaction analysis depicted in
Fig. 1 are solving the following elementary problems:

T T Y T

S A - it AN

(1) Determine the equivalent sources within the aperture in terms

g

of the surface current and charge densities on the exterior
surface of the shield with the aperture completely covered
up by perfect conductors, To do this often requires the

e o m——T

o adar Wbl oalZh |

X assumptions that the aperture 18 electrically small and its

o dimensions are smaller than the local radii of curvature.

o (2) With the equivalent sources determined in (1) compute the
P‘ fields within the cavity.

; ' (3) From the cavity fields determine the voltage and curreut sources
‘ exciting the cable.

) (4) With the cable sources found in (3) compute the distribution
. of cable currents and voltages.

At this point, 1t may be necessary to repeat steps (1) through (4)

if the cable in the problem happens to be a shielded cable with additiomnal
conductors within the shield.

As may be noted from this example, under certain assumptions the
overall problem may be broken up into simpler, independent and tractable
pleces, and the electromagnetic geometry or topology of the system provides
the rationale for how the problem should be subdivided. It should be

remembered, however, that this approach of treating the interaction problem
is only approximate.

Once each of the subproblems in the above example, i.e, ((a) relating

the incident Ei,ﬁi fields to the outer surface charge and current, (b)
: relating the cable sources to a voltage or current (V,I) on the cable at
‘ a particular observation point) has been solved, an approximate solution

to the overall problem may be expressed via a series of transfer functions
i or operators as
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(V,I) - anble R zint R Zext . (Ei"ﬁi) (1)
E | which may be written as
g W =(Mz, ) @& 2)
| i ap

where the product Il 1s over all the Z's comprising the path taken by the
EMP energy. Note that the Z's depend on the location as well as the nature
of the source. The subscript "ap" serves to remind one of the fact that
the point of entry for EMP energy is the aperture. The notation (V,I)

i indicates that either V or I is the quantity being calculated.

In the preceding example there was only one path for the EMP fields

to excite the cable. In an actual system, hevaver, there may be many

parallel paths simultaneously contributing to the response at a load.
o Consider the same cavity/cable problem previously examined, but now with
o a penetrating conductor (perhaps an antenna) which couples additional

energy into the cavity, as illustrated in Fig. 2. This more complex

R e e T s = St Pk A =4 T —— i s b Py - - ™ " x 1 _
- .

1

:‘ Fig. 2. Simplified internal interaction problem with two
3 ports of entry for EMP energy. e
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problem can be solved by superimposing the result for the aperture

penetration (path 1) with the result for the newly added coupling path
T (path 2). Similarly, the latter can be expressed as

y v,

/T \ Cepl i
path 2 k‘i‘zi (E ﬁ) : (3)

)ant

The total approximate solution for the two linear, independent paths has
the form |

v,1) = [( 1l zi>-(§i,ﬁi)] + [(Hzi)-(ﬁi,ﬁi)] 4)
ap i ant

This concept may be generalized for any number j of linear, indepen-

dent coupling paths to the following relation

+1 > ' j
path

In the preceding examples, three basic phenomena have been illustrated.

S Nt

It will be useful to summarize these here, since these concepts will be
employed throughout this document. The first phenomemonis coupling of

EMP energy. By this 1is meant the determination of local driving

source terms, either voltage and current sources, or equivalently, E

and H which induce currents and charges on the surface of a shielded
enclosure. The enclosure may be the skin of an aircraft with the exciting
field being the incident EMP, or it may be a cable shield with the exciting
field being a cavity field.

A X

The second concept is that of propagation, This refers to the move-

ment of the induced currents and charges and/or electric and magnetic

fields throughout some volume or shielding layer. Propagation is then - :

the solution to the equations 1In response to the coupling sources.

The third mechanism, penetration, relates to the excitation of the

interior of a shielded region by the charges and currents res&ding on

]
.
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the exterior surface of the region. These currents and charges may

penetrate the surface through small apertures, penetrating conductors

; or by diffusion. This mechanism, then, refers to the conversion of the
{

solution to the propagation problem into forms appropriate to be sources

. in the next shielding layer.

sdadacs LakiiEe

. This entire process 1s referred to as EMP interaction within the
particular region in question. If the problem involves the first

T T

shielding layer of a system, the term external interaction is often

employed. Internal interaction is used to denote the EMP interactiom
process which occurs within the shielded regions inside the system.

From this viewpoint the EMP interaction calculation for an entire

[T PRI SUP SR P ) i o il A

T T =

g system consists of a sequence of calculations of coupling, propagation

and penetration within each shielding layer of the system., The results

] of an interaction’calculation at one layer of the system thus serve
: as a starting point for another internal interaction calculation

. performed in a smaller, better shielded region. It must be emphasized

again that the validity of this viewpoint lies in the assumption that
each shielding layer 1s a very good shield.

b ikl el T s B

1.2,2 DECOMPOSITION OF LAYERS

As discussed in the previous section, a large system may be divided

into a number of smaller, relatively independent pileces for an approximate
EMP analysis. The method of determining precisely how the system should
be divided is based upon a study of the topology of the system. This,

then, 1s essentially an investigation of the configuration and properties

of the geometric volumes which comprise the system and which remain

unchanged under deformation of the system, so long as no surface passes
through another.

To permit a precise description of the structure of a large system,

: ;_E_.-_: RIS

it 1s necessary to define a convention for labeling the various volumes

and surfaces comprising the system, 7The following notation will be

used throughout this section:

g

e T TR T T

=7
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VY = yvolumes of the system

SE = gurfaces representing boundaries between various volumes

The subscripts y and £ can represent one or more integers which serve {
i to distinguish the various volumes and surfaces of the system. Generally,

the subscript y is of the form (J,k) and £ 1s of the form (j,k;2,m).

However, for simple systems y and £ may comprise fewer numbers.

As an example, consider the schematic dlagram of a simple system

AL ek v

shown in Fig. 3. For this particular case, the volume exterior to the

-o'

H

i 1 o

g aperture j
penetration ;

exterior region

s

direct energy
injection

Fig., 3. Simplified shield topology.

system will be denoted by VO’ with the value of the subscript increasing

by unity upon moving into the sys:em, Each surface S separates the

ik
volumes Vj and Vk' This diagram, representing the conducting surfaces

of the system, is referred tc¢ as the topologilcal model of the system.

e - e e o S
i B

Thus, with this notaticu the surface S, ; reprasents the exterior
," . AP

surface of the system. Upon penetrating this surface, EMP energy

propagates within volume Vl’ penetrates surface S1 2» Propagates
1

within volume V2, etc., until it reaches the component level within

|
{
i
|
|
|
!
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the system. The total number of shielding surfaces penetrated in this

fashion is said to be the shielding level of the system,

! In a conventional metal-skin airecraft, So 1 refers to the aircraft
»
skin, and the S
’ 1,2

of coaxial cables or the metallic shields surrounding electronic

shielding layer 1s often simply the braided shields

components. The B-~1 aircraft is an example of a system with a possible
shielding level of 3, the three surfaces being the aircraft skin, the
conduilt enclosure designed for additional EMP protection, and the outer
conductor of shielded cables (if any) within the conduit.

R T T T Y T T T T L O e T 3

It is to be noted that the above definition may not be sufficient

| to describe a complex system. An actual alrcraft will have additional

compartments located inside the S0 1 surface, but which are part of Vl.
y1

| These compartments, such as the bomb bay, wheel wells and equipment

bays, can act much like a shielded enclosure and may be referred to as

f, elementary volumes or subvolumes. The formalism applied to the analysis

of the shielding properties of the S surfaces can also bz used for

i,]

1;
]
j
|
i
|

treating these enclosures.

_ Because all of these elementary volumes occupy part of the same
principal volume Vj’ it 15 necessary to employ another subscript k to
distinguish the various regions. Thus, the kth subvolume within the
jth region will be denoted V

5,k with the subscript k being dropped if
no subvolumes exist, ¥Fig, 4 shows a hypothetical example of a more
complete version of a shielded system, Within the V1 region, it is
noted that there are four subvolumes denoted by k=1,2,3 and 4., These
volumes can be identified as Vl,l’ V1,2’ etec, Since a particular
volume within a system can be labeled by two indices, j and k, it is

convenienc to refer to these indices as the longitudinal and transverse

shielding numbers, respectively.

In this case, it is necessary to expand slightly the index on tha

term SE to permit a precise definition of the various surfaces. The

surface dividing volumes V

S MU P WIS - et AT I il o T T

i,k and V2 n may be described as S
] ’

Some of these surfaces are indicated in Fig. 4.

. kie,m °
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deliberate
/<\ Qa

V| 2 w unshisided

S
sO,l;l,l 134 wire

shielded coaxial
enclosure shield

bulkhead

aperture
(door, window)

outer shield
(aircraft skin)

Fig. 4. A more general topological model.

Referring back to Fig. 3 the term external interaction can now be

regarded as the determination of the currents and charges induced on

ikl R RN TN B e e i ki

the surface 80,1 of a system due to external sources in VO’ The %
response may be either in the time or frequency domain and is calculated ]
by solving an appropriate boundary-value problem, The results of the !
external-interaction calculation on SO,l are then used to determine ?

equivalent electromagnetic sources on this surface, These sources

will radiate into V1 and induce currents and charges over Sl e Internal
’
interaction within a typical volume Vj’ therefore, may be formally

defined as the excitation and propagation of charge and current on an

|
!

internal longitudinal layer or surface §; 41 due to sources on surface
P

s or within the volume V,,

j"’l:j j

It is also desirable to introduce the concept of the order of the

internal Interaction, which may simply be denoted by the j-index of the

56
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- volume in which the internal interaction is being considered, or by the

| j-index of the surface Si 3 for considerations of surface penetration.
t : 1

TR T

Thus, exterior penetrations (from v, to vy through S, 1) are described
b4

as penetrations of first order, and internal interaction within V1 is

also sald to be of first order. The maximum shielding order possible

i A, sk .

on a system is defined to be the level of shielding.

1 e et el

Another concept for analyzing large system problems is the interac-

tion sequence diagram. This is a diagram of all possible Interaction

PR et S TR T e

paths from one volume to another in the system topological model. A

[P ——

[ portion of the interaction sequence diagram for the geometry of Fig. 4

is illustrated in Fig. 5. The dotted lines represent the configuration

o I b Bl

R et i

Fig. 5. Interaction sequence diagram.
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of the system and the solid lines are the interaction paths from the out-
side volume Vo to various volumes inside. The transfer operator for a
articular path connecting the V to the V is denoted by Z .

P P & j’k Eam y jlk;il.
For more than one point of entry, a superscript (1), (2), etc., will
distinguish the different transfer operators if more than one path

exists from one volume to another,

It is useful to exzmire a few possible types of interaction sequence
dilagrams for hypothetical systems. Fig. 6 shows this dlagram for a system
of shielding order of 0. Fig. 7 is for a system of shielding order of
1 with the cable shields as the shielding layer, and Fig. 8 is for a
system with the same shielding order but with the external skin being
the shielding layer, Fig. 9 represents a case with a shielding order of
2 with the shielding layers being exterual skin and cable shielding.

In many practical cases, the largest contribution to a response
within the system 1s due to transmission lines which provide a direct
propagation path from one point to another. TIf only the direct connec-
tions are kept in the interaction sequence diagram, the result is a
transmisgion-line network consisting of a number of junctions Jn’ connected
by various transmission lines, either single wire or multiconductor,
forming a bundle or '"tube," Tn’m, which connect junctions Jn and Jm.

Fig, 10 illustrates a hypothetical transmission-line network which is
similar to that encountered in EMP analysis problems,

The configuration of the transmission-line network thus formed from
the interaction sequence diagram is similar to that of a low-frequency,
lumped-element circuit, Fig. 11 illustrates the corresponding linear
graph for a circuit, where there ave a number of interconmnected branches
Bn,m connecting nodes Nn and Nm. The only difference between this graph
and that for the network of transmission lines in Fig., 10 is that the
voltage and current relationships at the nodes and branches are described

in a different manner. The graph configuration remains the same.

»
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3 3
i .
~ i
1 EMP
\ Environment ]
Includes System Location (in
Air, on Ground, on Water, in Space)
{
§ . e e e - e —| . ——— e — e —— —
; g Interaction i
> K
F w
< External Response of System ]
i i Including Cables to EMP
(]
E = Structures, Large Antennas, Cables, ,
' g Power and Communication Lines g
Lo Antennas Small
L Comparer to
System i
] B
3 _ |
3 :
- Signal Transport ,
g in Cable <
T Networks
! 3
2 :
E : i
Black Bcxes Interaction .
— it b —— — ———y  S——n — o] and e s o e ————— ——— — o =
Circuits 3
. 1 i
y / Systenm 3
LA Functions 4
]
? Fig. 6. FEMP interaction sequence for unshielded system with unshielded é
i

cables: shielding order = O.
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EMP
Environment

Includes System Location (in
Air, on Ground, on Water, in Space)

l
|
|
|
!
l
|
l
!
I
I
!
l
|
l
|
!
|
|
!
[
|
i

l Interaction
B External Response of System
3 : Including Cable Exterior to EMP
3 ® Structures, Large Antennas, ,
g & Cable Shields, Power and !
L 9 Communication Lines
gi % :
3 @ | !
(; !
: £ } Antennas Small
. = | Compared to
, _ | System
. !
{ ( LY
o Localized Coupling
v to Cable Interior
?I Distributed Coupling (Connecto:s nHsles in
: § to Cable Interior Shield B}eak in
y
3 Shield, etc.)
o
@
s
i
a
= v
Signal Transport ,
in Cable Networks i
! T |
Black Boxes Tnteraction

s — ——— — S— —— e —— —— m— —— e ———— S —

and Circuits

System
Functions

Fig. 7. EMP interaction sequence for unshielded system with shielded
cables: shielding order = 1.
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EMP g
W Environment 9
ﬁ Includes System Locatien (in |
3 Air, on Ground, on Water, in Space) 7
F: Y A mterac'{ﬁ;l— %
%: External Respense of 2
i,i System to EMP X
. (Including Large Appendages) 3
L k- |
Lé Structures, Large Antennas, A
ii Power and Communication Ilines 4
3 § Shielding {
5 o (Exterior Metal {
) 7 Envelope) i
| 3) J i
1 <
&f K Non-Aperture Apertures ;
?j £ Inadvertent (on Exterior i
st @ Penetrations Metal Envelope) 1
©l L ¥
¥ l J R
.& Antennas Small
- Compared to
System.
v
® — Coupling
LA a to Cables
o
8 1
3 : -
2 Signal Transporti
- in Cable Networks
o
« r 'y l
S ]
= N
| Black Boxes InteractionT
and Circuits
System Functions
Fig. 8. FMP interaction sequence for shielded system with unshielded cables:
shielding order = 1
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EMP Environment

Includes System Location (in
Air, on Ground, on Water, in Space)

. lInteraction

r—' External Response of System to EMP
(Including Large Appendages)

I Structures, Large Antennas, .
Power and Communication Lines '

Shielding
(Exterior Metal . o
Envelope) ;

Non-Aperture Apertures

Inadvertent (on Exterior

Penetrations Metal Envelope)
] | ~ ] Antennas Small

' Compared to
System
Coupling to L_1

Cable Exterior

Shieldeg Systen

S

A

Propagaticn on Cable Exterior
(Conduits, Branching, Bulkheads,
Ground Planes, Etc.)

I________J | S 1 L___-—-l__

Localized Coupling
Distributed to Cable Interior
Coupling to (Connectors, Holes in

Cable Interior Shield, Break in

Shield, Etc.)

L ]

Y vt &

Signal Transport in Cable Networks

— 3 T
— — — —— — ] Black Boxes and Circuits }— — — _Interaction

v

System Functions

Shielded Cables
"

Fig. 9, EMP interaction sequence for shielded system with shielded cables:
shielding order = 2.
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Fig., 11.

Topology of lumped element =ircuit.
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The relation between the fundamental elements of various network
graphs discussed above and the interconnecting topological quantities
of the system is iliustrated in table 1. Note that tue first two cases
summarized in the table pertain to the propagation mechanisms of signals
throughout the system, whereas the latter two describe the physical

" structure of the system.

1.2.3 HARDENING CONCEPTS

When a large system is viewed as being composed of a number of
shielding layers, as described in the previous section, the conceptual
approach to hardening such a system becomes apparent. By eliminating
all electromagnetic energy penetration through one particular shielding
surface, none of the shielded regions withip this perfect shield.will be
affected by ‘the incident EMP. Expressed in terms of {5) this requiremeat
implies thaf one element Zi for each of the j interaction paths should
be zero.

An actual system, however, does not have a perfect electromagnetic
shield and, thﬁs, one must settle for tirving to control the signals
induced within the system., For a large system which h&s been decomposed
into appropriate.pieces one possible hardening approach is to examine the
various terms of (5) to determine which interaction paths are most impor-
tant in providing the excitation to the interior of the system. This
will aild the analyst in determining his priorities in hardening the
system, A detalled discussion of hardness design and implementation on
actual systems will be given in Part 3 of this document.
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CHAPTER 1.3
FORMULATION OF INTERACTION PROBLEMS

T e

The analysis of the interaction between a nuclear EMP and an aero-

E nautical system often results in solving boundary-value problems for the

the powerful integral-equation approach which is in no way restricted to
those problem geometries that can be fitted into simple coordinate syctems,

i M o I

|

]

!

{ i Maxwell equationa, These boundary-value problems can be formulated by

1

)

|

% Sec. 1.3.1 will discuss various types of integral equations that have been

employed in the analysis of EMP interaction problems,

F In the case where the interaction exhibits a unique direction for
i energy transport, the Maxwell equations will degenerate into a simpler
[ , . set of coupled partial differential equations involving only one spatial ‘
variable, the so-called telegraphist's equations for transmission lines. i
Sec. 1.3.2 is devoted to the discussion of the transmission-line approach

to EMP interaction problems. ;

Very often one is concerned with the interaction problem in which ;

the dimensions of the interaction geometry are much smaller than the ;

% wavelengths of interest. In this case thé spatial variations of the .
. interaction problem are unimportant and the Maxwell equations, after

oo it oo SRR e SRl . . el . ciita

“ all spatial coordinates are integrated out, reduce to the Kirchoff ;
circuit laws. Sec. 1.3.3 will show how the circuit approach can be ‘
applied to the formulation of EMP interaction problems,

LR ST

1.3.1 INTEGRAL-EQUATION APPROACH [

The integral-equation approach has several advantages which make it
an attractive approach to solving EMP interaction boundary-value problems,
The most noticeable advantage of the approach is its geometrical generality.

This catholicity is precisely what is most needed to handle the complex

AT YA v | 2 s

system configurations of EMP interaction problems. The second advantage

Dl

of the integral-equation approach is its compactness. An integral equa-

tion is a concise statement compriging both the equations of motion of the

i
&
it




electromignetic fields and the initial or boundary conditions. This
compact ess has more than were economical appeal since, when it comes
to making approximations on the integral equation, the approximations
will be simultaneously compatible with all aspects of the problem. The
third advantage of the integral-equation method is its computability.
The integral equations for electromagnetic boundary-value problems are
linear. They are mathematically equivalent to systems of linear alge-
braic equations. Their properties are well known from linear algebra,

and they can be solved numerically by standard computational methods.

The objective of this section is to present in detail the deriva-
tions of certain general integral equations that have found .xtensive

application in EMP interaction analysis.

1.3.1.1 Magnetic-Field Integral Equation

The scattering of electromagnetic waves by good conductors is a
common problem in the analysis of practical situations. A general
mathematical method to treat this type of calculation is therefore of
great practical value. It will be shown below that this scattering
problem can be formulated in terms of a surface integral equation of

the second kind which is particularly suitable for numerical solution.

Consider the situation depicted in Fig. 1. A perfect conductor
of finite extent in free space is illuminated by an incident electro-
magnetic wave which is generated by known sources located either at
finite distances from the conductor or at iufinity. The incident wave
is considered to be time-harmonic with angular frequency w. Its time
variation 1s given by the time factor ejwt

The quantities of interest in this situation are the induced surface
current and charge densities,j and p,which give rise to a scattered wave.
If the surface of the conductor fits into an orthogonal coordinate system
in which the Helmholtz equation is separable, the scattered wave can be
determined by the well-known method of separation of variables. One need

only expand the scattered wave into a complete set of appropriate eigen-
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Fig. 1. Scattering of an incident electromagnetic wave by a
perfectly conducting body.

functions of the Helmholtz equation and then determine the expansion

coefficients by matching boundary and asymptotic conditions. But, simple
as this method is, its applicability is severely limited by the stringent
demand of equation separabilicy, and only a handful of coordinate systems

can meet this requirement.

By contrast,. the integral-equation approach is of great geometrical
universality and, in principle, not restricted to a particular coordinate
system. The integral equation to be derived presently is an equation for
the induced surface current density. A knowledge of the surface current
density is sufficient to determine the scattered wave. The equation is
called a ﬁagnetic-field integral equation because its derivation rests

on an integral representation of the magnatic field,

The time-harmonic fields E and 4 satisfy the following Maxwell

equations ir free space

> >

vE=o0, UxE = - joul
(1)
vli=0, UxH = jueE
69
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In solving specific problems, it is often expedient to introduce a scalar
&>
potential ¢ and a vector potential A such that

B e A Nt M b i G

B - ok, f=Loxi (2) "

u LI

If one imposes on the potentials the Lorentz condition : -
VeR + juued = 0 (3) ‘

then one finds from (1) that the potentials individually satisfy the
Helmholtz equation

v +xHe =0, @ +1HE = 0 (4)

with
k2 = wzue (5)

The source of ¢ turns out to be the electric charge distribution p, and
that of K the electric current distribution 3.

In the interaction problem shown in Fig. 1, one can express the
vector potential 28 of the scattered wave as a surface integral over its
source, namely, the electric current density ¥ on the surface of the
conductor

@ = J JEDeGE,E)ast (6)
S

where G is a free-space Green's function of the Helmholtz equation (4),

satisfying the outgoing-~wave condition at infinity

1 e-jk]?-'{'l

G(T,r') = ——
’ 4ﬂ%-;ﬂ

(7

-+ -+
In (6), r refers to a field point exterior to the conductor; r' refers
to a source point on the conductor's surface denoted by S: and the surface

integral extends over all the source points T' on S. Therefore the total
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-
magnetic fleld H in free space, being the sum of the incident and the
scattered magnetic fields, has the following integral representation

) +f vx [J(F")e(T,7")]1ds" (8)
S

where:the operator V. acts on the field-point position vector T.

5 An integral equaﬁ@oa for the surface current density 3 can be derived

by letting the field p&‘nt ? approach the conductor's surface S, One has

e e R

in this limit the well-known relation between the tangential component of
\

the total magnetic field and the surface current density on a perfect

conductor

3@ =1 @ xE@  ons 9
> >
whereft}t) denotes the unit normal vector on S at r pointing into free
space. Combining (8) and (9), one obtains an integral equation for ]

I® =1 O« + 1im j I @ %o x [FEN6E,F)1as' (10)
™Mo S

where 4 and ' both 1lie on § and the operator V" acts on the dummy variable
-
)

‘ Eq.(10) cannot be regarded as the final form of the integral equationm,
inasmuch as the limiting process i&dicated therein has yet to be performed.
The 1limit cannct be evaluated by a simple substitution of T for ¥" because
the expression so obtained has an infinity in the integrand for T equal
to ¥, and 1is by itself utterly meaningless. However, by carefully analyzing
the behavior of the integral as ™ approaches ?, one can shown that a well-
defined limit does exist.

Fig. 2 shows a portion of the conductor's surface S containing the
point ;. The field point ;", exterior to the conductor, can be taken to

+ + -+ ->
approach r along the unit outward normal vectori;Sr) at r. When r" is
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Fig. 2., Portion of the conductor's surface S around the point ?. The
field point " 1is to approach TonS along the unit normal
vector l'n(?) to S at ? D 18 a small circular disk on S

-+ >
centered at r. The source point r' lies on S.

very close to ?, the integrand in (10), considered as a function of ;', can
be seen to develop a sharp peak ét ?'=-?. For the purpose of evaluating
the surface Integral over S, it is expedient to break the integral up into
two parts. One part extends over a small circular disk D centered at ?, as
shown in Fig. 2. The other part extends over the remaining surface denoted
by S§-D. That is,

ijn(?) x 9" x [JE)G(E",E')]ds" = J + I (11)
S D S-D

The integral over D will capture most of the contribution from the peak in
the integrand. Consider first the integral over the disk D

f - [ 1. x v x [FEDGGE", T as* (12)
D D

When D is sufficiently small, the current density 3(?') can be regarded as

uniform throughout D and replaceable by its value 3(?) at r. Then, since
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{
g I;(?).3(§) = 0, one obtains from (12) the expression
[ --3@ [ 1, inase (13
0 D

+i! s *" *'
Because both D and Ir -rl are small, one has, to leading order in Ir -r I,

> >
woEntry o Lognf[ 1 \oo1 FoF
v G(l",!‘ ) 4 V"<|"'n >, > LIRS TH A 3 (14)
FAEEA FAEEY
Substituting (14) into (13) one obtains
1 > >
f = 47 SO EY (15)

D

where QD(¥") is simply the solid angle subtended by the disk D at the point

;" *
With (15) established, one can proceed to take the 1imit ™+ T,
Furthermore, since the size of the disk D is arbitrary, one can append to

this operation a second liuiting process consisting of letting. the radius

of D shrink to 0, that is,

g \
{ 1lim J = ]lim 1im L) + J } : (16}
: T S D+0_1"'"-r?< S-D
£ Under this double limit, one sees that
F
3 lim 1im, J - 13 an
? D M+r .
g‘ since the sclid angle QD(¥") tends to 27 , and that
- 1im 1im I « 1lim J T (@ x vx{JEDeE, ) 1as?
. > n
) D0 r'»r S-D D0 S-D :
(18)

1. xvx BGED6E,E) s

=P

il
w >
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by definition of the Cauchy principal value of a two-dimensional integral
denoted symbolically by the prefix P,

To examine the exact nature of the integrand of {(18) at T'=T one
recalls that, when the field point ™ approaches the point T on the surface
S, as illustrated in Fig., 2, the integrand of the surface integral over S
in (10) develops a sharp peak at =7, Furthermore, it has been shown
in (17) that, in the limit ¥" +7, this peak actually yields a finite
contribution to the integral even when the integral is evaluated only
over a disk of vanishingly small area centered at the point Y. This result
clearly indicates that, in the 1limit ;"-+;, the peak evolves into a two-
dimensional $§-function situated at ?. In fact, the findings frowm (11)
to (18) can be summed up by the following formula with the symbol P treated
as an operator

?'1'13;1“@) <7 x [FEYCE,IN] = 2 IDs D@3

(19)
+e{I @ «vx [FE6(E,TH1}

where =" is to approach T from the outside of the closed surface S, and
6(2) denotes the two-dimensional S-function. This for.aula shows that, in
the limit ;"-+;, the iategrand in (10) is the superposition of a §-function
at ?'-? and a background d=signated hy the symbol P. It can be shown

that the latter function without the symbol P vanishes as ;' approaches

;, and hence the principal-value integral syspol P is not needed in (18)

and the final form of the magnetic-field iutegral equation is

73I® - J 1 x F@Exvre@,Inlast =1 x#@d (20

S

Of graver concern to the numevical analyst is the question of unique-
ness. The magnetic-field integral equation (20) is a nonhomogeneous linear
equation. Therefore, for any given solution of the equation, one can
construct a second solution by adding to the first one a solution of the

homogeneous equation

74

ot ot onS st

=

SRR RIS T N LT




TR e

S e TEETE e T AL, g TR

- .
WA A B Sincn A B T

< R AR S

13 - [ 1,0« 360 xvied Enlast = 0 (21)
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Consequently, a necessary condition for (20) to have .a unique solution is
that the solution of (21) be identically zero. The latter condition indeed
holds for almost all vaiues of the frequency. However, there do exist an
infinite number of discrete, real values of k for which (21) has nontrivial

solutions. These values correspond to the frequencies of certain eigen-

o IR D el T e Lt .

modes of the cavity enclosed by the surface S. One can show that, except
at those spenial k-values, the solution of (20) is indeed unique.

But the numerical analyst is hard hit by the existence of k-values,
albeit discrete, for which the homogeneous equation (21) has nonzero

solutions. In general, a numerical solution of the integral equatiom {2C)

| ks i . ;MBI I

Can )

consists of a conversion to a system of linear algebraic equations and a

subsequent matrix inversion. When the frequency cf the incident wave

Ty e

approaches one of the cavity eigenfrequencies, the matrix to be invertad
becomes progressively close to being singular, resulting in a serious loss
of numerical accuracy. The situation is all the more painful since the
precise distribution of these eigenfrequencies is not known without first

solving the eigenvalue problem (21),

Examples of the application of the magnetic-field integral equation. to

R e L . -2 MRV 1w L S

EMP interaction problems can be found in [1- 5],

1.3.1.2 Electric-Field Integral Equation
The problem of the scattering of a monochromatic electromagnetic wave

o S ity .

by a conductor, as deplcted in Fig. 1, can be formulated in terms of yet
another equation. This formualtion is generalizable to the case of a
finitely counducting scatterer. It is based on an integral representaticn
of the electric field. The equation so derived is called an eilectric-field
integro-differential equation.

One can express the electric field ES(;) of the scattered vave at a
field point ¥ in terms of the vector potential A°(r) by eliminating the
scalar potential betwezn (2) and (3)

L TIGMIIN, Al 1 LA S DRI, o B, 5 i
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;j, E5(E) = - ju (‘I+ —12- vv) L3P (22)
4 k

where‘I is the unit dyad., The vector potential Ks ig a linear functional
of the induced surface current density K] flowing on the surface S of the
scatterer, as given in (6). Nenoting the electric field of the incident
wave by Ei. one obtains the following integral representation for the total
electric field ﬁ(?) at a field point T exterior to the scatterer

e sl

8B - HD - g (*I + Lo ) [ @0 nas @9
|

Let the fleld point ¥ approach the conductor's surface S. In this
limit the integral representation (23) for the electric field does not
require any special trestment, unlike in the case of the integral repre-
sentation (8) for the magnetic field. Although the Green's function G
displays in this 1imit a linear infinity at ¥'=-;, this singularity occurs

under a surface integral and can be removed by a simple change of integra-

tion variables. Therefore, for T lying on S, (23) is an integral
representation of the total electric field on the surface of the scatterer,
Note that one should not bring the dyadic operator VV inside the integral
since, after the two differentiations, the integrand would become too
singular at T --1:.

An integral equation for the induced surface current density ¥ s
derived by imposing the appropriate boundary condition on the total
electric field on the surface of the scatterer. For a perfectly conducting
scatterer, the tangential component of the total electric field on the
surface must vanish. This condition is satisfied if

Tn () xB(¥) ~0 forroen$ . | (24)

g g e

e

Upon substitution of (23) into (24), the following equation results

qui‘ﬁ) x (‘I + -15 vv)- f FEelE,F1)as’ -1n(¥) B @) - (25)
k s
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Inasmuch as the differential operators are outside the integral, (23)

A A ST ARV MWD g

is really an integro-differential equation. Its numerical solution is
subject to the same difficulty arising from nonuniqueness as that encountered
previously with the magnetic-field integral equation. Essentially, unique-

ness of solution does not hoid for (25) whenever the homogeneous equationm,
obtained by setting E‘-o. possesses nonzero solutions. This happens at
an infinite set of discrete, real values of k. Each k~value corresponds
to the frequency of an eigenmode of the cavity bounded by the surface S.
These cavity eigenmodes satisfy the Maxwell equations (1) and the boundary
condition I x% = 0 on 5.

D T gl P At WS I ey,

.

e

Eq.(25) can be generalized to accommodate a scatterer with less-than-

-

perfect, albeit good, conductivity. On the surface of a good conductor,
one can impose the surface impedance boundary condition

o T

; i | 2, (O = -1 G T O ED) (26)

: where Zs(;) 18 the scalar surface impedance of the scatterer at ?. Sub~
! f stituting (23) into (26), one obtains the following integro-differential
; equation

2, DI - Junl @ x(T (@) (*I + L vv) J IEneE,Tnas)
n n k2 A
(27)

«- T T & xE D)
n n
Its solution is unique since the surface impedance generally has a dissipa-

tive part, and this implies that cavity eigenmodes cannot occur at real
frequencies.

Examples of the application of the electric-field integral equation to
EMP interaction problems can be found in [6 - 8],

1.3.1.3 Thin-Wire Integral Equation

When the scatterer is a thin wire, the electric field integro-differential

equation becomes practically one~dimensional. In this reduced form it is

,
-
S e

17




applied extensively to the analysis of the wire antennas. Tﬁe calculation
is relatively simple for the case of a straight thin wire, and can be y E
performed with a miniﬁum of approximations., The following analysis will
be confined to the straight-wire geometry.

_ Fig, 3 illustrates a straight wire scatterer. The wire lies along the

\ i et ol

~N
st i’ i

ldjmim .

Fig. 3. Scattering of an incident electromagnetic wave by a
thin, straight, conducting wire of length 2 and
cross-gectional radius a.

o
-
i e it kA e it

z-axis of a cylindrical coordinate system from 2=0 to z=2, It has a
circular cross-section of radius a which, for a thin wire, is much
smaller than both 2 and the wavelength of the incident wave.

The induced surface current density on the thin wire has mainly

an axial component Jz. The circumferential component J¢ and the radial ;
component Jp on the two ends are negligible. In this limit the vector %
integral equation (27) simplifies to the following scalar equation for i
just the component Jz

51
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; Z‘sz,z) + 3o |1+ 5 —5 J ad¢' J dz'J,(¢',2")G6(¢,2; ¢',2'") s
: ko2 /% 0 (28) : #
1 i ’
= E_ (a,4,2)
where ! i
§ e-jk ﬂazsin2[(¢-¢')/2] + (z--z')2 1
: G(4,2; ¢',2") = (29)
fi2 2 . 2
; 4n Y4a“sin®[(d-9") /2] + (2-2')
§ ‘ and the impedance Z_ is assumed to be uniform over the wire's surface.
§ The integral equation (28) is two-dimensional, and involves the two
\ coordinates ¢ and 2. One can derive from it a one-dimensional integral
f equation for the total current I(z) on the wire defined as
y 27
‘ I(z) = J ad¢ J_(4,2) (30)
0 3

by integrating (28) over ¢ from O to 27, One then obtains the integral
equation for a thin straight wire :

1 a2 \ [ - =
Z'sI(z) + Jwu (1 t = =3 J dz'1(2')G(z-2') = Ez(z) (31)
k™ dz 0

where Z; is the series impedance per unit length of the wire given by

2 f

8 ‘
Z; ~ Sma (32) [

The kernel G(z-z') is the definite integral . ‘ ]

_ 1 [T e-jk /(25 ein w)z + (z--l')2
G(z-2') == dav

- — (33)
0 4w /(Za sin w)z + (1-2')2

’

2 which has only a logarithmic singularity at z=z', and 'f:(z) is the angular
ﬁw ‘ average of E:(z), namely
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2
B =L L 3 Ei(a,0,2) (36)

The thin-wire integro-differential equation (31) can be converted into

]
a genuine integral equation by integrating out the differential part ’ ;
analytically, viz,, F
i 2 _ Z' r(z i
‘ J dz'1(2')G(z-z') + -jz—sj dz'I(z")sin k(z-2') i :
0 ° ‘0

(35)

ejkz + 1

4
= Cle'jkz +C EEZ-L dz'ﬁi(z')sin k(z-2")

2

where C1 and C2 are two arbitrary constents and Zo is the impedance of
free space. Eq.(35) is a mixture of a Fredholm and a Volterrs integral
equation. The two constants Cy and c2 are determined to satisfy the
following two end conditions for the wire current

1(0) = I(1) = 0 (36) | i
i

Eq.(35) 1s an integral equation for the electric current induced on
a thin straight wire by an incident eluctromagnetic wave., If the wire is

a transmitting antenna, the averaged external field i: is prescribed on ( i
the surface of the wire. In this case one simply replaces Ei in (35) by ; '
-—e
- E .
z

Examples of the application of the thin-wire integral equation can
be found in [9-11].

Al A e el St

1.3.1.4 Time-Domain Integral Equations

The integral equations derived so far are applicable to scattering
and radiation celculations in the frequency domain. They describe the 1
excitation of conductors by time-harmonic sources. In principle, they
can also be used to solve problems invoiving aperiodic and transient

sources, such as an EMP or pulse generator., This is done through the

powerful technique of the Fourier or Laplace transform, In practice,
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however, & frequency-domain approach to a transient problem necegsitates
the construction of a solution of the integral equation involved that is
valid over a wide range of frequencies, Sometimes it may prove easier
to formulate and solve the transient problem directly in the time domain
[12]. Indeed, the, frequency-domain integral equations have their time-
domain counterparts.

s A At de mamean LT bl T
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1.3.1.4,1 Time-Domwsin Msgnetic-Field Integral Equation

[

A i B il o i s e i

Consider the scattering of a general electromagnetic wave by a per-
fect conductor, as depicted in Fig. 1. The incident wave can have an
arbitrary variation in space and time. The electric and magnetic fielas
of the scattered wave sa;isfy the time-domain Maxwell equations in free
space outside the conductor

P T hhaaciah
o

}
M
H
:

V-E’-O, Vxﬁs-~u%—5§‘

3
=0, vxii’-e-ﬁ?'

37"
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These fields can be derived from a scalar potential ¢s and a vector
potential Ka such that

il

Lol e

BPa-ve® 25, Waloxi® (38)
at u
If the potentials are made to obey the Lorentz condition

v.ke + L 2 ¢‘“

=0 (39)
c2 at

e a— Y

where ¢ 18 the free-space light speed, then the scalar and vector potentials j
individually satisfy the wave eqdntion 1

2 2
(vz--%a—r)cp’-o, (vz-%i.,)r-o L o) |
¢ at c ot

The retarded solutions of the wave equations (40) are




T e o e bt ot 2 A i - = - S e

. -> -2 -»>
5 E,e) = 4:5 J plr',t :J:'”“"J/") das' (41)
i S r-1'|

q

v! -+ > > l
BE,e - 2 f IG@e - [E-F1]/0) g0 (42)
g (X3 "{_’{'l

The chare and current densities, p and 3, satisfy the continuity equation

B e e A lad

lt' .
1 Fo+vdeo (43) !
: Substituting (42) into (38), one arrives at the following integral repre- :
E sentation of the scattered magnetic field ﬁs(;,t) at a point ¥ exterior

to the occatterer and at time t

PE,e - ZH [36',1) xyt (L) - Ly Exds 3(?'.r>] ds' (44) |
S cR

where
R=1z-7', R=|T-7'| (45)
and t is the retarded time defined by

P ke
[

(46)
The operator V' acts osn the source point ;'. Eq.(44) expresses the
magunetic field of the scattered wave at a point in space and time as a
composition of excitations emanating from individual points of the scat-
terer's surface at specific retarded times

An integral equation for the surface current density ¥ s obtained
by observing that, on the surface S of a perfectly conducting scatterer,
the total magnetic field is related to the surface current density at
all times through the equation

BRTIPr LN PRI NUNRY- _ " R

& =1 D« Wi, + 8¢, o) 47
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In evaluating the scattered magnetic field #° on S, given in the form of
the integral representation (44), one must exercise proper caution in
handling the singularity in the integrand, just as in the derivation of
the magnetic~field integral equation in the frequency domain,

It can be shown that as the field point ; approaches S, the singu-~
larity at R=0 in the second term of the integrand in' (44) is integrable,
and requires no special attention. The singularity in the first term,
however, is mora violent. It is in fact of the same type as that in (8).
Consequently, the limiting value of the surface integral (44), as ¥
approaches S, must be evaluated with the method applied previously to
(10). Taking the limit T+S in (44) one obtains the following time-
domain integral equation for the induced surface current density K] on

the scatterer

G - & L_InGw[:f(?',r) xvr ()

(48)
1 =+ 3 *, =T (T e
- —c—R—z- RX-E'F j(r ’T)] ds! -in(r) x H (l‘,t)

At first glance, the time-domain magnetic-field integral equation (48)
may appear to bear a close resemblance to its frequency-domain counterpart
(20). This formal simularity, however, is actually quite deceptive, When
it comes to solving the equations, each equation requires a totally differ-
.ent procedure. This difference in treatment 1s the reflection of a basic
difference in the physical contents of the two equations. The frequency-
domain integral equation describes a steady state of the scattering process,
long after all transient effects are damped out. In this equilibrium
condition, the current densities at different pbints on the scatterer's
surface at one instant of time are closely interrslated. The integral
equation is equivalent to a system of simultancous linear algebraic
equations., Its solution consists of a matrix inversion. On the other
hand, the time-domain Iintegral equation describes the transient excitation
of the scatterer by an incident wave. Each part of the incident wave,

TR SRR S
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upon striking the scatterer's surface, creates a disturbance which then L
ripples out around the scatterer in the form of surface currents. The
current density at a given point of the scatterer's surface at a given
time is obtained by adding up all the disturbances reaching this point
from all the points of the surface and generated at appropriate earlier

R

times, A determination of the surface current density, that is to say,

a solution of the time-domain integral equation, requires only integra- i

g e W

0 tion and no matrix inversion. This difference in the solution procedure
is a mathematical consequence of the fact that the frequency-domain
Maxwell equations are of the elliptic type, while the time-domain Maxwell
equations are of the hyperbolic type.

e,

1.3.1.4.2 Time-Domain Electric-Field Integral Equation

; Just as in the frequency domain, the time-domain scattering of an

v electromagnetic wave by a conductor can also be formulated in terms of

: an electric-field integral equation. The starting point of this formula-
tion 1s an integral representation of the scattered electric fileld in

the time domain. Using (38), (41) and (42), one can establish the
following integral representation for the scattered electric field
ﬁs(¥,t) at a point T exterior to the scatterer and at the time t, in
terms of the retarded values of the surface charge density p and the

L
—— . nia

surface current density 3 induced on the scatterer's surface S

B, = - v I Bo@ 0 - -‘}‘;J 83330«
S S

Hence, if one now lets the field point ? approach the surface S and
imposes the following boundary condition on §

In(‘r’) x [E*(?,t) + E’(?,c)] -0 (50)

one arrives at an integro-differential equation involving p and 3
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-1 «EE,0 (51)

Note that, with the operator V kept outside of the integral in (51), the
limit of the integral as 4 approaches S can be taken without special ado.

o ol

Eq.(51) is equivalent to two scalar equations, but it contains three

unknowns: p and the two components of 3. It must therefore be supple-
uented by the continuity equation (43). The latter can be applied to
eliminate p from (51). Integrating (43) over time, one has

1
} p(F',1) = - J dr'V'-j(?‘,r') (52)

C
[ -0
5

' , One has also assumed that in the infinitely remote past, before the

o incident wave reached the scatterer, the scatterer was uncharged. Substi-
tuting (52) into (51), one obtains the following final form of the time- |
domain electric-field integro-differential equation for the induced surface

current density K] '

T ' ;

e [der [ B[ ewddn v [ 83 560)]
S oo ~

o

~1 () xE (0 (53) - :

This is a fearsome-looking equation, but can be handled numerically on the
computer in a straightforward fashion. Again, because of the appearance of .
the retarded time T on the left-hand side of the equation, no matrix

inversion 1s involved in the solution.

If one wighes, one can easiiy extend (53) to cover the case of finite

acatterer conductivity, as was done previously in the frequency domain.
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1.3.1.4,3 Time-Domain Thin-Wire Integral Equztion

The time-domain electric.-field integral equation simplifies
considerably when the scatterer is a thin straight wire. The thin-wire
geometry makes it possible to go over from a two-dimensional problem to
a one-dimensional one. Instead of taking the thin-wire limit of (53),
it is easier to derive the time-domain thin-wire integral equation

directly from the Maxwell equations,

From (38) and the Lorentz condition (39) one finds that
2

LB, = o (vv A —123—7>-K3<?.t) (54)
c 3t

With A° given by (42) and the boundary condition

%E[E:(?,t) + E:G,t)] =0 (55)

imposed on the surface of the wire, one obtains the following time-domain
thin-wire integro-differential equation for the total axial currvent 1

2 2 2 .
3 1 3 . ' z-2' N e 3 =i
(;2- - :ia—c-i)Jo dz’'I (z ,t - -L—C——l->g(z-z ) - €3¢ Ez(z,t) (56)

where the wire is taken to stretch from z=0 to z=%, The kernel is
defined by

m
gz-z") = & f — (57)
0 47 /(Za sin ¢)2 + (z—z')2

which has a logarithmic singularity at z=2z', and the averaged Ei is defined

in the same way as (34),

Examples of the application of time-domain integral equations can be
found ‘in [13 - 16].
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1.3.1.5 Aperture-Penetration Integral Equation

The need for calculating electromagnetic penetration through
apertures arises frequently in the analysis of EMP interaction. The
typical configuration of aperture penetration is illustrated in Fig. 4,

Fig. 4. Penetration of an incident electromagnetic wave through an

aperture into the interior of a.conducting body.

A shell made of perfectly conducting material is situated in free space,
and encloses a cavity. The cavity opens onto the exterior of the shell

by way of an aperture A. Let an electromagnetic wave be incident on the
aperture from outside the shell. It is réquired to calculate the electro-

magnetic fields inside the cavity as a result of aperture penetratiom.

Suppose firat the aperture A is completely plugged up by a perfectly-
conducting, infinitely-thin cover, This cover therefore forms with the
outer surface of the shell a closed, perfectly-conducting surface S+,
while it forms with the cavity wall another closed, perfectly-conducting
surface S_. The incident electromagnetic wave, assumed time-harmonic with

jut

time factor e s 18 scattered by the external, closed surface S+. In the
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aperture-penetration problem, the solution of this auxiliary scattering
problem is assumed known.

Let the total external fields be

E.®=E @ +E@G, I, O8O +E5® 9

and the total internal fields be

- - T

i@ = 5®D, B, =@ (59)

T TR T S S

where Es ! ﬁsc are the short-circuited fields with the aperture completely

plugged up by a perfectly-conducting cover. One finds that [17]

. -« T 4 >, '
ﬁl(r) L_‘_ Jue I‘exc(r,r ) [Tnl(r )xﬁl(r )1ds (60)
with T exterior to 5, and that

e v T R T

§z(¥) =j jwe*?im(?,?')-finz(?) xizc?')]ds' (61)

with ; interior to S_. The external dyadic Green's function‘?ex charac-

terizes the region exterior to § " and the internal dyadic Green's

function‘l_‘;_nt characterizes the region interior to S_. They both satisfy

the differential equation

ST, =1 s(x-T" (62)

and the following so-called boundary condition of the second kind, 'namely,

-> > Ty >
Inl(r) x VX I'ext(r,r )=20 for r on S+

In (-1!) xvx*?int( sI') = U for T on S_
2
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The advantage of this boundary-condition assignment is that the tangential

PR T Tl g o S

4 : components of ﬁl and ﬁz on the surfaces S + and S_ now depend only on the

| : tangential components cf El and Ez.

. . The aperture-penetration integral equation is derived by matching

i the tangential components of the external and internal electromagnetic \ ?
%: fields across the aperture A, The boundary conditions at A are !
i NCRACERNCRAC (&)
¥ j 3
i 1, @i )+ - -1 Gy 65) ;
} : The tangential componentInl" -ﬁsc is identically zero. Substituting (60), %
F i (61) and (64) into (65) and noting the relationInl--Inz on A, one finally

& arrives at the aperture-penetration integral equation in the form

jmeIan‘) xL (Foge (2D + T GEN1-E, G B E) s’

S v gy AR

- - In 1(?) X ﬁsc(}’) (66)

It must be remarked that the integrand in (66) is actually non-
integrable. The reason is that the Green's functions*f*xt and?int both
contain double derivatives of the inverse distance |¥ - r'l-l . In order to
arrive at a meaningful limit as T tends to ;', it is necessary to bring
the differential operators outside the integral, and (66) is to be inter-
preted in this sense. Eq.(66) is therefore an integro-differential
equation for the tangential aperture electric field-fn xEl' Its solution
can be used to calculate the total external and internal fields. It must
be noted that, before one can apply the aperture-penetration equation (66)
to a specific problem, one has first to determine the three quantities

&>

uac’ ‘f‘:_xt and ‘?int appearing therein for the aperture geometry concerned.

Very often, this determination is an arducus task in itself.

s
L3
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However, when the aperture A lies in an infinite, conducting, thin
plane screen between two half-gpaces, (66) can be written out explicitly

e e s L T S MY




in simple form. The infinite plane screen geometry, although an outright
idealization, is actually a good approximation to many aperture configura-
tions encountered in practice. Let the infinite plane screen be the

x~y plane in a rectangular coordinate system, as shown in Fig. 5. Let

incident

PR o A i e o =

Fig. 5. Penetration of an incident electromagnetic wave through an

aperture in a conducting, infinite, plane screen.

et ot S I e " ooy st I

the incident electromagnetic wave impinge on the aperture A in the plane

scveen from the upper half-apace z > 0. Therefore, the exterior region
in this geometry is the upper half-space z > 0, and the interior region
the lower half-space z < 0. The unit normal vectorig becomes simply Tz.
The dyadic Green's fﬁnctich for a half-gpace satisfying the boundary
condition of the second kind can be expressed in closed form

T = (‘I - lz vy ) [G(F,TY) + G(T,?")]
k

-2 G(?,'{")IZIz
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where G is the free~space Green's function given by (7) and ;" is the image
-

of r'. For the external Green's function*F' ¢* one chooses positive z

and z'. For the internal Green's function rint, one chooses negative z

and z'. Upop sybstitution of (67) into (66), the following equation
results

4jwe sz (‘I + :12- AN ) . H dx'dy'G(x,y; x'.y')['izx §1(X'.y')]
A
- "sz ﬁsc(x.}’) (68)

where Vt 1s the tangential gradient operator

] 9 3
v, Txax +1’y 5 (69)

Note that in (68) all differential operators occurring in the dyadic
Green's functions have been taken out of the integral to ensure integra-

bility, as has been discussed previously.

It must be pointed out that (66) is not the only possible integral-
equation formulation of the aperture-penetration problem, although it is
certainly one of the most general. Other versions do exist, especially
when one restricts oneself to specific aperture geometries. Nevertheless,
these different versions all share a common characteristic, in that they
all select certain field quantities at the aperture opening as the unknowns
of the problem, be they field components, their various derivatives or
appropriate scalar potentials. Examples of the application of integral
equations to the solution of aperturp-g,gatration problems can be found
in [18~21]. '

1.3.1.6 Intersecting Cylinders

Intersecting cylinders have been used to model many aeronautical
systems for EMP interaction calculations. The most common applications of
the model pertainto aircraft and satellites. In this section the basic

91

B P;Ef?- it o s E T AT T O AR TR Syt S

P e el
2 o iy e H TR

5
& jkia K, - fibie Y.
e e e Sl e s L i b e idre

U SO R

e it e e et

B S P

pro—

e




O il

formulation of the two-intersecting-cylinder problem is discussed, while

all relevant results are relagated to Part 2 of this document.
1.3.1.6.1 Orthogonally Intersecti Electricall in (ka 1 1

In Fig. 6 are shown two intersecting rods immersed in a time-harmonic

T
X
—

£y—
+
y he
14 Lo
Leax ’203
K ? Lis |
e i

Fig. 6. Two orthogonally intersecting, electrically thin
(kal, ka3 £ 0.1) cylinders in a time~harmonic
plane wave. ¥ lies in the yz-plane.

plane wave whose electric field components are given by

Ei - Eisin ¥, (on horizontal wire)
(70)

E: = Eicoa Y sin 6 e-jkz cos 6

O
N

» (on vertical wire)
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1he total axial currents induced on the four sections of the rods are
denoted by Ilz(z)' Izz(z). I3x(x) and IAx(x) which satisfy coupled integral
equations subject to boundary conditions at the four ends and certain
appropriate conditions at the junction. The boundary conditions at the
ends of the four arms are

I (-h) =T (h) = I, (-2) =1, (%) =0 (1)

The conditions at the junction must relate the currents and the charges
per unit length in the four arms. Strictly, the conditions must involve
these quantities at electrically short distances from the junction, where
the currents and charges are still rotationally symmetric. However, aince
with ks £ 0.1 the electrical surface area of the junction region is very
small (of the order (ka)2 £ 0.01), its shape is immaterial and the total
charge on its surface is negligible. Accordingly, no significant error

is introduced insofar as currents and charges at electrically very smalil
distances away from the junction are concerned, if it is assumed that

each arm and itz rotationslly symmetric current and charge per unit length
extend to the junction point (x=z=0) as if concentrated along the axes
of the conductors. The junction conditions can then be imposed at this
point. For a vertical conductor with radius ay and a horizontal conductor
with radius a;, the junction conditions include the Kirchhoff condition on
the currents [22]

Ilz(o) - 122(0) + st(o) - Iax(o) =0 (72)
and the following three conditions on the charges Q per unit length [23]

4, (0¥, = q,(0)¥, = q,{0)¥, = q ()Y, (73)
where, for conductors at least a quafihé wavelength long,

¥y -?2 - 2[2n(2/k81) - 0.5772}, ¥, fﬁ?b - 2[1n(2/ka3) - 0.5772]  (74)
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Note that these parameters are independent of the lengths of the comductors.
For shorter conductors, the length is of importance and

¥, =¥, =2 Ln(lﬁlhzlal). Y, =Y =2 ln(/tlzzlas) (75)

3

4

When the radii are equal (al-aa-a), ‘1‘1-‘1'2-\1'3-?4

reduces to the equality of charges per unit length.

in (73) and this

The use of Ehin-cylinder theory is an acceptable approximation only
when the following inequalities are satisfied

<< h << h

ka) << 13 1 % hy

2
(76
ka

<< 13 << & << £

3 a, rr % 2

The required coupled integral equations for Ix and Iz are readily
derived from the following one-dimensional boundaiy conditions on the
gurface of the conductors [24,25]

i
Ez(z) - Ez - 3¢(z)/3z ~ ijz(z) - 0, --h1 &z 5_h2
(77)

Ex(x) - Ei - 3o (x)/3x - ijx(x) =0, -4, $x<?t

1 2

When the integrals for the scalar potential ¢ and the components of the
vector potential X are substituted in (77), the following pair of simul-
taneocus integral equations is obtained for the unknown currents Ix(x)

i and Iz(z)

; L) ) %
? I Iz(z')K(z,z')dz' - i%-%;-[[ q(z")K(z,z')dz' + I q(x')K(z,x')dx{]

By -hy -4

= -(34n/on)EL(2) (78)
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) h
2 2
I GKGx ! - 2 [f AxECx)axt + | q(z')K(x.z')dz']
-2 =%
1

~

1 by

- -(J4w/wu)5: (79)

where f:(z) and E: are given in (70). Note that q(z) = (j/w)all(z)/az
and q(x) = (j/w)alx(x)/ax. The kernels are defined as follows:

!
K(z,z') = egp(-jkkt)lkz. K(x,x") = exp(-ijx)/Rx i
I
{
i

' - - . - - ’

K(z,x') = exp( JkR /R, K(x,z') = exp( jkncx)lncx i

with !

: : - [(z-2"? + o214 . 02, a2/ !

! Vf Rz [(2-2")° + ‘l] » RX [(x-x")" + .3] ' .
1 ' |

! g Rcz - [z2+x‘2+a§]l’, Ry ™ [x2+z'2+a§]& i
‘ .
.{ |
| ! Eqse.(78) and (79) are to be solved for Iz(z) and Ix(x) subject to the four f
: ! end conditions in (71) and the four junction conditions in (72) and (73). i
” Analytical solutions of these equations have been obtained when ’

$ a,=a,=a for two different cases, namely, (a) the case of a normally
§ incident field with the electric vector parallel to the vertical conductor i

and arbitrary arm lengths [26], and (b) the case of a general incident field
and equal arm lengths [27]. More general cases than these two are readily
formulated and evaluated by analytical or numerical methods. Approximate ,
currents and charges have been calculated for a wide range of arm lengths
in [24,25,27). Measured currents and charges are in [28]. Details of
the analytic solution and explicit formulas for the coefficients are
given in [29].

'1.3.1.6.2 Non-Orthogonally Intersecting, Flectrically Thin (ka < 0.1)
'Czlinders

The determination of the currents and charges on the surfaces of
conductors intersecting at angles A other than 90°, as shown in Fig. 7, i
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Fig. 7. Swept-wing thin-wire cross.

] can be accomplished for electrically thin cylinders by a generalization
of the analytical procedure described for orthogonal conductors. All of

the thin-cylinder conditions previously imposed for A = 90° must be . 1

satisfied and, in addition, a restriction of the angle A of intersection I ’
x must be enforced. This is needed in oxder to keep the junction ragion i i
i electrically small enough to preserve the validity of the assumption ; i
f that the total charge on its surfaces is negligible. The added condi-

tion 1is

|sin 4] >> ka . (81)

i When A = 90°, this reduces to the previously imposed condition ka << 1.

The 1ntn¢fh1 equations for the currents in the swept-wing confisuru-
tion shows in Fig. 7 are derived in the same manner as those for the
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orthogonal cross but saveral additional terms and integrals occur, since
the crosped conductors are now coupled inductively as well as capacitively.
In order to permit the ready correlation with the equations for the
orthogonal cross, the notation shown in Fig. 7 is used. As before, the
vertical member extends from z = -h1 toz ™ hz with the junction at the
origin. The arms are taken to be equal and of length 2 with the variable
s ranging from s = =% to s = 0 along the left arm and from s = 0 to s = &
along the right arm. Note that when A - 90°, s becomes x and the entire
notation reduces to that of";he orthogonal cross.

The boundary conditions requiring the vanishing of the tangential
component of the electric field on the surfaces of the conductors, each
with radius a, now have the form

B (z) = E} - 3¢(z)/0z - juh (2) = 0, -hy<z<h, (82)

E,(s) = - E:coa 8- 265(s)/%8 - Juh, (8) =0, -L<8<0  (83)

E'(a) - E:cos A - a¢4(s)/as - Jw‘&s(s) =0, 0<s <t ' (84)

for a normally incident field, fi - I;E:. A consequence of symmetry is
that the currents and charges, and the vector and scalar potentials on
the two side arms satisfy the following relations:

13‘(") = - 148(3)’ . Q3(3) - 44(-3)
(85)

Ay (-8) = - A (8),  ¢3(-8) = ¢,(s8)

Hence, it is necessary to detexmine only Ilz(z). Izz(z). and Ia.(s). With
the relations (85), the vector and scalar potentials in (82) are

’ by 2

A (2) = (u/4m) I

~h

Iz(z')K(z.z')dz' + 2 cos A J I.(sf)K(z,l',A)da'! (86)
5 .

1 .
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$(z) = (1/4me) q(z")K(z,z")dz" + 2 I q(s')K(z,8',4)ds"' (87)
‘ - 0
by
where
"ijz e.'ijZB'
K(z,2') = ‘e"—R_—- ’ K(z,8',p) = ""T_""
1]
i ]
Rz' ., [(z-z')2 + 82] , st, = [zz+s'2-225'cos A+ 32]
¢ Similarly, ia (84) v &
E A“(s) = (u/4m) “ 1.(s") [K(s,8') + K(s,8',A)cos 28]ds’ { '
0 !
+ cos A J Iz(z')K(s,z',A)dz" &
/ "y |
1 _ ) ‘
H ¢4(8) = (1/47n¢) J q(s') [K(s,8") + K(s8,8',4)]ds’ ;
: . : 0 0 3
| h, (90) \
. ' + I q(z")K(s,2',2)da’ ‘
: _hl
where
' e-J VR, ' e":l kRss ' ' e'.:l kRsz ' |
K(s,8') = =3 K(s,8',8) = " K(s,z',8) = S
8 88 8Z }'
R, = [(s-s"? + a%) ' ~ 'f
(91)
‘ R = [52 + 5'2 - 288'cos 24 + 32];5 I
: [-3 . i
!
| Rsz' - [32 +2z'2 . 2|slz'cos A + az];5 |
' s
When (86) - (90) are substicuted in (82) and (84), the following simul- A “
taneous integral equations for the currents and charges are obtained after / i '
" \ ’
: 98
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A E integration by parts
: ! by
§ : 2 2 2
; J [ Iz(z')laz' + k Iz(z')]K(z.z')dz' - Fz(z.A) - F3(z) - Fa(z,A) i
§ ~hy | 2 '
) - - ddzk_ gl (92)
: wy z
'
} o2 2, .2
i J [2 Is(s')las' + k Is(s')][K(s,s') - K(s,s',4A)1ds' - Fz(s.A) - F3(s,A)
. 0 '
: 2
; - - - - d4nk o1
{ ; Fa(s,A) Fs(s,A) ol Ezcos A (93)
;. E where %
‘- { F,(2,8) = 2ju(d/2z) f q(s')K(z,s',0)ds'
H 0
I
é; Fa(z) = - jw[q(hz)x(z!hz) - q(-hl)l’\(zi-hl)] (94)
& ) .
i ‘ Fa(z,A) = 2k"cos A f Is(s')K(z,s',A)ds’
s 0
and h2
Fz(s,A) = ju(d/38) J q(z")K(s,2',4)dz’
| ‘ oy
Fa(saA) - 2jmq(2.) [K{s,2) -~ K(s,%,4)]
) h, (95) i
F,(8,8) = k'cos & J I,(z')K(s,z',8)dz’ !
-hl 2'
Fs(s,A) = kz(l*-cos ZA)I Is(s')K(s.s',A)ds' 4
0 N
Zero—-order current and charge distributions for any 4 and normally H
incident fields have been obtained in [30] by solving (92) and (93) with '

the end conditions (71) and the junction conditions (72) and (73).




1.3.2 TRANSMISSION-LINE APPROACH

This section presents the formulation and soluticu of the basic
differential equations describing the EMP induced voltages and
currents on a group of conductors forming a transmission line.
Throughout this section the cross-sectional dimensions of the

transmission line are assumed to be small compared with a wavelength.

The propagation of a pure TEM mode on a two-conductor line is

first discussed. Its simple concepts are then generalized.to'a

e Ml ite . Rl il .

multiconductor line. Energ) propagation on a multiconducﬁot line
can be described by the prc¢ .agation of a number of independent field

configurations or modes.

Previous efforts in applying transmission-line theory to EMP

problems have been restricted to simple transmission-line coufigura-

FONET IR - ]

tions, such as two cascaded sections or a simple branching of lines.

Recently, work has begun on the development of a computer code for
analyzing a network of arbitrarily interconnected transmission lines
(both single and multiconductor lines). In this work a large matrix
H equation 1s derived for all of the unknown currents at each of the

junctions, or nodes, of the transmission-line network, and then these

currents are determinedﬁé';maukix inversion. This process permits

the inclusion of much ﬁo%ﬁ'doﬁplex types of transmission-line networks,

o it S il

such as those having close&iloops, than what has been previously
*.;" analyzed.

In the case of lossy conductors an axial component of electric
field exists in the vicinity of the conductors, so that propagation
is only nearly TEM, or quasi~TEM. Deviation from strict TEM propa-
gation also occurs when the dielectric medium, although homogeneous
in the direction of propagation, displays inhomogeneous properties
in the 